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This paper deals with multicriteria decision-making problems in which the criteria are partitioned
into q categories, and a prioritization relationship exists over categories. We aggregate the criteria
in the same priority category by a weighted OWA (ordered weighted averaging) operator and
introduce two averaging operators, a generalized prioritized averaging operator and a generalized
prioritized OWA operator. In the case with one criterion in each priority category, the two operators
reduce to the prioritized averaging operator and the prioritized OWA operator as proposed by Yager.
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1. INTRODUCTION

Multicriteria decision-making (MCDM) problems, according to their nature,
the policy of the decision maker, and the overall objective of the decision may require
the choice of an alternative solution or the ranking of the alternatives from the best
to the worst ones based on their satisfactions to a collection of criteria. A central
problem in MCDM problems is the aggregation of the satisfactions to the individual
criteria to obtain a measure of satisfaction to the overall collection of criteria for
each alternative. In general, aggregation methods used reflect the decision maker’s
imperative and behavior of individual choice.1, 2

For the case that one associates different importance weights with different cri-
teria, there are several approaches to obtain an overall satisfaction for each alternative
to all criteria, such as weighted means and weighted quasiarithmetic means.3−6 By
using these aggregation methods, we allow a compensation between criteria, that is
the satisfaction to one criterion can be completely compensated by the satisfaction
to another criterion.

∗Author to whom all correspondence should be addressed: e-mail: wei cuiping@
yahoo.com.cn.

†e-mail: xjtang@iss.ac.cn.

INTERNATIONAL JOURNAL OF INTELLIGENT SYSTEMS, VOL. 27, 578–589 (2012)
C© 2012 Wiley Periodicals, Inc.

View this article online at wileyonlinelibrary.com. • DOI 10.1002/int.21537



GENERALIZED PRIORITIZED AGGREGATION OPERATORS 579

In many real applications, there exists a prioritization relationship over the
criteria and we do not want to allow this kind of compensation between criteria.
Yager2, 7, 8 listed many examples to illustrate this kind of situations, such as selecting
a bicycle, an organization decision-making problem, and a document retrieval prob-
lem. He suggested that prioritization between criteria can be modeled by making
the weights associated with a criterion dependent upon the satisfaction to the higher
priority criteria. In Refs. 7 and 8, Yager introduced a prioritized scoring operator for
the case that there exist a prioritization between criteria categories and introduced a
prioritized averaging operator and an prioritized ordered weighted averaging (OWA)
operator for the special case that there is only one element in each criteria category.
For other prioritized aggregation techniques, please refer to Refs. 9–11.

For the case that there exists a prioritization between criteria categories, mo-
tivated by the work of Yager, we introduce two averaging operators, a generalized
prioritized averaging operator and a generalized OWA operator, by using weighted
OWA operators12 to aggregate criteria in the same priority category. For the special
case that there is only one criterion in each priority category, the two operators
reduce to the prioritized averaging operator and the prioritized OWA operator as
proposed by Yager in Refs. 7 and 8.

2. PRELIMINARIES

2.1. A Weighted OWA Operator

MCDM problems, suppose we have a set of criteria C = {C1, C2, . . . , Cn}
and a set of alternatives X = {x1, x2, . . . , xn}. We further have a measure of the
satisfaction of criteria Ci by each alternative x (x ∈ X) , Ci(x) ∈ [0, 1]. We calculate
an overall score C(x) for each alternative x as an aggregation of satisfactions Ci(x):

C(x) = F (C1(x), C2(x), . . . , Cn(x)).

We then use these overall scores to rank the alternatives.
If the form for F is a weighted averaging (WA) operator fwa , then we calculate

C(x) = fwa(C1(x), C2(x), . . . , Cn(x)) =
n∑

i=1

wiCi(x), (1)

where wi are the importance weights associated with the criteria Ci and satisfy
wi ∈ [0, 1],

∑n
i=1 wi = 1. In this case, the value Ci(x) of the criterion Ci by the

alternative x is weighted according to the weight wi .
In the case that there is no distinction between the criteria, Yager introduced an

OWA operator to aggregate numerical values, which has attracted many researchers
to study its properties and applications.14−16

DEFINITION 1.13 Let w = (w1, w2, . . . , wn) be a weighting vector such that wi ∈
[0, 1],

∑n
i=1 wi = 1. A mapping f w

owa: Rn → R is an OWA operator of dimension n
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if

f w
owa(a1, a2, . . . , an) =

n∑
i=1

wibi, (2)

where bi is the ith largest element in the collection a1, a2, . . . , an.

From (1) and (2), we can see that the WA operator weights only the value of
the j th criterion (or information source) according to the weight wj , whereas in the
OWA operator, each wj is attached to the j th value in a decreasing order without
considering which information source it comes from. To combine the advantages of
the two operators, Torra12 defined a new combination function, called a weighted
OWA operator, which considers both the relevance of criteria (as the WA operator)
and the relevance of the values (as the OWA operator). In the weighted OWA
operator, two weighting vectors, p, corresponding to the relevance of the criteria
and w corresponding to the relevance of the values, are considered.

DEFINITION 2.12 Let p = (p1, p2, . . . , pn) and w = (w1, w2, . . . , wn) be two weight-
ing vectors of dimension n such that

pi ∈ [0, 1] and
n∑

i=1

pi = 1; wi ∈ [0, 1] and
n∑

i=1

wi = 1.

In this case, a mapping f
p,w
wowa: Rn → R is a weighted ordered weighted averaging

(WOWA) operator of dimension n if

f p,w
wowa(a1, a2, . . . , an) =

n∑
i=1

vibi, (3)

where bi is the ith largest element in the collection a1, a2, . . . , an and the weight vi

are defined as

vi = w∗

⎛
⎝ i∑

j=1

pσ (j )

⎞
⎠ − w∗

⎛
⎝ i−1∑

j=1

pσ (j )

⎞
⎠ , (4)

with w∗ as a monotone increasing function that interpolates the points ( i
n
,
∑i

j=1 wj )
together with the point (0, 0) and is required to be a straight line when the points
can be interpolated in this way.
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From the conditions that the function w∗ satisfies in Definition 2, we can get

w∗(x) =
i−1∑
k=1

wk + wi(nx − (i − 1)) for
i − 1

n
≤ x ≤ i

n
. (5)

PROPOSITION 1.12 The WOWA operator f
p,w
wowa satisfies the following properties:

(1) the weight vector v = (v1, v2, . . . , vn) satisfies
∑n

i=1 vi = 1.
(2) If p is defined as pi = 1

n
for all i = 1, 2, . . . , n , then the WOWA operator f p,w

wowa reduces
to an OWA operator with a weighting vector w.

(3) If w is defined as wi = 1
n

for all i = 1, 2, . . . , n, then the WOWA operator f p,w
wowa reduces

to a weighted averaging operator with a weighting vector p.
(4) It is an aggregation operator that remains between the minimum and the maximum.
(5) It satisfies idempotency.
(6) It is monotone in relation to the input values.

2.2. Prioritized Aggregation Operators

Yager7, 8 considered criteria aggregation problems in which a prioritization
relationship between the criteria exists and proposed a prioritized scoring operator,
a prioritized averaging operator and a prioritized OWA operator. The discussed
problem is described as follows: Suppose that we have a collection of criteria
C = {C1, C2, . . . , Cn} and a set of alternatives X = {x1, x2, . . . , xn}. The collection
of criteria C is partitioned into q distinct categories, H1, H2, . . . , Hq , such that

Hi = {Ci1, Ci2, . . . , Cini
}.

Here Cij are the criteria in category Hi , C = ⋃q

i=1 Hi , and n = ∑q

i=1 ni . We assume
a prioritization between these categories H1 � H2 � · · · � Hq . The criteria in the
category Hi have a higher priority than those in Hk if i < k. We assume that, for any
alternative x in X, we have for each criteria Cij a value Cij (x) ∈ [0, 1], indicating
its satisfaction to criteria Cij . Our aim is to rank the alternatives in X.

Yager7 introduced a prioritized scoring (PS) operator fps : [0, 1]n → [0, 1]

such that fps((a11,a12, . . . ,a1n1 ), . . . , (aq1,aq2, . . . ,aqnq
)) = ∑q

i=1

(∑ni

j=1 wijaij

)
.

Using this aggregation operator, we can calculate C(x) for alternative x as

C(x) = fps(Cij (x)) =
q∑

i=1

⎛
⎝ ni∑

j=1

wijCij (x)

⎞
⎠ .

Here the weights wij are a function of x and are used to reflect the priority
relationship. Yager7 used the following approach to obtain the weights wij for
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a given alternative x: Let S0 = 1, Si = minj {Cij (x)}, for i = 1, 2, . . . , q, and
Ti = �i

k=1Sk−1, for i = 1, 2, . . . , q. Then we take wij = Ti .
With wij = Ti , the aggregation value C(x) for alternative x could be calculated

by

C(x) =
q∑

i=1

ni∑
j=1

wijCij (x) =
q∑

i=1

Ti

⎛
⎝ ni∑

j=1

Cij (x)

⎞
⎠ . (6)

Some alternative methods for calculating Si were introduced by Yager:7

(1) Use the OWA operator to aggregate the priority category Hi = {Ci1,

Ci2, . . . , Cin} and suppose

Si = f Wi

owa(Ci1(x), Ci2(x), . . . , Cini
(x)) =

ni∑
k=1

Wikbik(x), (7)

where Wi is the OWA weighting vector associating with each priority category
Hi and bik(x) is the kth largest of Cij (x). The components Wik of Wi are such as
Wik ∈ [0, 1] and

∑ni

k=1 Wik = 1.
(2) Suppose that there is an additional local weight associating with each

criterion in Hi and the form for Hi is

Hi = {(Cij , gij ) | j = 1, 2, . . . , ni},

where gij indicates the importance of Cij , satisfying gij ∈ [0, 1] and
∑ni

j=1 gij = 1.
In this case, Si is calculated by

Si = fwa(Ci1(x), Ci2(x), . . . , Cini
(x)) =

ni∑
j=1

gijCij (x). (8)

Another method for calculating Si involves the idea of combing these local weights
with the OWA weights. Suppose Wi = (Wi1, Wi2, . . . , Wini

) is the OWA weighting
vector associating with each priority category Hi , bik(x) is the kth largest value of
Cij (x), and dik is the importance weight associated with the kth largest value of
Cij (x). We calculate

hik = dikWik∑ni

k=1 dikWik

.

Using this, we calculate

Si =
ni∑

k=1

hikbik(x). (9)
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For the case that there exists prioritization relationship between categories,
Yager used different methods to calculate Si , but the above aggregation operator
defined by (6) is a scoring operator and not an averaging operator, which is illustrated
by Yager in Ref.7 Furthermore, in the case with one criterion in each category Hi ,
Yager7, 8 proposed a prioritized averaging (PA) and a prioritized OWA (POWA)
operator.

In the following section, we introduce two averaging operators for the general
case that a prioritization exists between categories Hi .

3. GENERALIZED PRIORITIZED AVERAGING OPERATORS

Here we also assume that we have a collection of criteria C partitioned into
q distinct categories, H1, H2, . . . , Hq , such that Hi = {Ci1, Ci2, . . . , Cini

}. Here
C = ⋃q

i=1 Hi and n = ∑q

i=1 ni . We assume a prioritization between these categories
H1 � H2 � · · · � Hq . For each Hi , we assume we have

Hi = {(Cij , gij ), j = 1, 2, . . . , ni},

where gij are the additional local weights associating criteria Cij in Hi and satisfy
gij ∈ [0, 1] and

∑ni

j=1 gij = 1. Cij (x) are defined as in Section 2.2.
To aggregate the criteria in each category, we associate with each category

Hi an OWA weighting vector Wi of dimension ni . The components Wik of Wi

satisfy Wik ∈ [0, 1] and
∑ni

k=1 Wik = 1. Since gi = (gi1, gi2, . . . , gini
) be the lo-

cal weighting vector of the priority category Hi and Wi be the OWA weighting
vector associated with Hi , we use the WOWA operator to aggregate the criteria
in each category and take Si as the WOWA-aggregated value for the collection
Ci1(x), Ci2(x), . . . , Cini

(x). That is,

Si = f gi,Wi

wowa (Ci1(x), Ci2(x), . . . , Cini
(x)). (10)

We suppose S0 = 1, Ti = �i
k=1Sk−1 = Si−1Ti−1 for i = 1, 2 . . . , q, and T =∑q

i=1 Ti. Then we can obtain normalized weights ti = Ti

T
associated with category

Hi (i = 1, 2, . . . q). Using this we calculate, the aggregated value

C(x) = F (Cij (x)) =
q∑

i=1

tiSi . (11)

We refer to it as the generalized prioritized averaging (GPA) operator.

Remark 1. (1) If ni = 1 for all i, then Si = Ci(x) and the GPA operator reduces to
the PA operator proposed by Yager in Ref. 7.

(2) If gij = 1
ni

for all i and j , then

Si = f Wi

owa(Ci1(x), Ci2(x), . . . , Cini
(x)).
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(3) If Wij = 1
ni

for all i and j , then

Si = f gi

wa(Ci1(x), Ci2(x), . . . , Cini
(x)).

For the cases (2) and (3), the formulas for calculating Si are the same as the formulas
(7) and (8) used by Yager to aggregate the priority category Hi in the prioritized
scoring operator.

PROPOSITION 2. The aggregation F : [0, 1]n → [0, 1] defined by Formula (11) sat-
isfies the following properties:

(1) It is an aggregation operator that remains between the minimum and the maximum.
(2) It satisfies idempotency.
(3) It is monotone in relation to the value Cij (x).

Proof. (1) From the formula (10) for calculating Si and (4) in Proposition 1, we
can obtain that

min
j

{Cij (x)}} ≤ Si ≤ max
j

{Cij (x)}.

Since minij {Cij (x)}} ≤ minj {Cij (x)}} and maxij {Cij (x)}} ≥ maxj {Cij (x)}}, we
have

min
ij

{Cij (x)}} ≤ Si ≤ max
ij

{Cij (x)}.

Also since
∑q

i=1 ti = 1, C(x) = ∑q

i=1 tiSi remains between the minimum and the
maximum.

(2) Since the WOWA operator satisfies idempotency, we have Si = a if Cij (x) =
a for all i and j . Also since

∑q

i=1 ti = 1, we have C(x) = ∑q

i=1 tiSi = a.

(3) For

C(x) = F ((C11(x), C12(x), . . . , C1n1 (x)), . . . , (Cq1(x), Cq2(x), . . . , Cqnq
(x)))

=
q∑

i=1

Ti

T
Si,

obviously, F (Cij (x)) = 1 + S1S2...Sq−1
T

. To obtain the monotonicity, we have to show
that ∂F

∂Cij (x) ≥ 0 for each i = 1, 2, . . . , q, j = 1, 2, . . . , ni . Using the derivation rule
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of composite functions, we have

∂F

∂Cij (x)
= ∂F

∂Si

∂Si

∂Cij (x)
.

By Proposition 1, one can obtain that each Si is increasing with respect to Ci1(x),
Ci2(x), . . . , Cini

(x), which implies that ∂Si

∂Cij (x) ≥ 0 for each i = 1, 2, . . . , q, j =
1, 2, . . . , ni . Next we prove ∂F

∂Si
≥ 0 for each i = 1, 2, . . . , q.

Obviously,

∂F

∂Sq

= S1S2 · · · Sq−1

T
≥ 0,

∂F

∂Sq−1
= S1S2 · · · Sq−2SqT − (S1S2 · · · Sq − 1)S1S2 · · · Sq−2

T 2
≥ 0.

For 1 ≤ i ≤ q − 2, we have

∂F

∂Si

=
S1S2 · · · Si−1Si+1 · · · SqT − (S1S2 · · · Sq − 1) ∂T

∂Si

T 2
.

Note that

∂T

∂Si

= S1S2 · · · Si−1(1 + Si+1 + Si+1Si+2 + . . . + Si+1Si+2 · · · Sq−1)

= Ti(1 + Si+1 + · · · + Si+1 · · · Sq−1) ≥ 0.

We decompose T as

T = (T1 + T2 + · · · + Ti) + Ti+1(1 + Si+1 + Si+1Si+2 + · · · + Si+1 · · · Sq−1).

Hence

S1S2 · · · Si−1Si+1 · · · SqT − (S1S2 · · · Sq − 1)
∂T

∂Si

= S1S2 · · · Si−1Si+1 · · · Sq(T1 + T2 + · · · + Ti)

+ S1S2 · · · Si−1Si+1 · · · SqTi+1(1 + Si+1 + · · · + Si+1 · · · Sq−1)

− S1S2 · · · SqTi(1 + Si+1 + Si+1Si+2 + · · · + Si+1 · · · Sq−1) + ∂T

∂Si

= S1S2 · · · Si−1Si+1 · · · Sq(T1 + T2 + · · · + Ti) + ∂T

∂Si

≥ 0,

which yields that ∂F
∂Si

≥ 0, for 1 ≤ i ≤ q − 2. �
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Example C. onsider the following prioritized collection of criteria:
H1 = {(C11, 0.6), (C12, 0.4)},
H2 = {(C21, 1)},
H3 = {(C31, 0.2), (C32, 0.4), (C33, 0.4)},
H4 = {(C41, 0.8), (C42, 0.2)}.

Assume for alternative x, we have
C11(x) = 0.7,
C12(x) = 1, C21(x) = 0.9,
C31(x) = 0.8,
C32(x) = 1, C33(x) = 0.2,
C41(x) = 1, C42(x) = 0.9.

We associate with each priority category Hi an OWA weighting vector Wi as follows:
W1 = (0.3, 0.7),
W2 = (1),
W3 = (0.3, 0.5, 0.2),
W4 = (0.5, 0.5).

For priority category H1, using W1 and Formula (5), we can get the function
w∗ such that

w∗(x) =
{

0.6x, 0 ≤ x ≤ 0.5;
0.3 + 0.7(2x − 1), 0.5 ≤ x ≤ 1.

In this example C12(x) = 1 > C11(x) = 0.7. From this, we get
w∗(g12) = 0.24, w∗(g12 + g11) = 1.
Using this and Formula (4), we get the WOWA weighting vector Vi = (v11, v12),

where
v11 = 0.24 − 0 = 0.24, v12 = 1 − 0.24 = 0.76.
So we get the aggregated value S1 for category H1:
S1 = f

g1,W1
wowa (C11(x), C12(x)) = 0.24 × 1 + 0.76 × 0.7 = 0.772.

Similarly, we calculate
S2 = f

g2,W2
wowa (C21(x)) = 0.9,

S3 = f
g3,W3
wowa (C31(x), C32(x), C33(x)) = 0.7,

S4 = f
g4,W4
wowa (C41(x), C42(x)) = 0.98.

Using this, we get
T1 = 1,
T2 = S1T1 = 0.772,
T3 = S2T2 = 0.695,
T4 = S3T3 = 0.487,
and
T = ∑4

i=1 Ti = 2.954.
Thus, we obtain
t1 = T1

T
= 0.34,

t2 = T2
T

= 0.26,
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t3 = T3
T

= 0.24,
t4 = T4

T
= 0.16.

We now calculate , C(x) = ∑4
i=1 tiSi = 0.82.

In the preceding discussion, we use the WOWA operator to aggregate criteria
in each category Hi and obtain the aggregated value, denoted by Si , which indicates
the overall satisfaction to the category Hi by alternative x. We then aggregate
the collection S1, S2, . . . , Sq by using the PA operator and obtain the multicriteria
aggregation for alternative x.

We now consider to aggregate the collection S1, S2, . . . , Sq based on the
WOWA operator. We introduce an aggregation operator F : [0, 1]n → [0, 1] such
that

F ((a11, a12, . . . , a1n1 ), . . . , (aq1, qq2, . . . , qqnq
)) = f t,W

wowa(S1, S2, . . . , Sq). (12)

where Si = f
gi,Wi
wowa (ai1, ai2, . . . , aini

), W = (w1, w2, . . . , wq) is the OWA weighting
vector associated with the categories, and t is the weighting vector determined by
the prioritization between categories and the aggregated values Si . We refer to it as
the generalized prioritized (GPOWA) operator.

Using this aggregation operator, we calculate C(x) for any alternative x as

C(x) = F (Cij (x)) = f t,W
powa(S1, S2, . . . , Sq),

where Si = f
gi,Wi
wowa (Ci1(x), Ci2(x), . . . , Cini

(x)) and W is the OWA weighting vector
associated with the criteria categories. The component ti of the weighting vector t

is calculated by ti = Ti

T
, i = 1, 2, . . . , q. Here S0 = 1, Ti = �i

k=1Sk−1 = Si−1Ti−1

for i = 1 to q, and T = ∑q

i=1 Ti.

Remark 2. (1) In the case that there is only one element in each priority category,
the GPOWA operator reduces to the POWA operator proposed by Yager in Ref. 8.

(2) If W is defined as wi = 1
n

for all i = 1, 2, . . . , q, the GPOWA operator
reduces to the GPA operator.

(3) In the GPA and the GPOWA operators, we can adopt the Formula (9) to
aggregate the criteria in each category. That is, we calculate

Si =
ni∑

k=1

hikbik(x).

Here hik = dikWik∑ni
k=1 dikWik

, bik(x) is the kth largest value of Cij (x) (j = 1, 2, . . . , ni),

and dik is the importance weight associated with the kth largest value of Cij (x).
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4. CONCLUSIONS

We consider criteria aggregation problems in which a prioritization relation-
ship exists over the criteria. We use the WOWA operator to aggregate criteria in
each category Hi and obtain the aggregated value, denoted by Si , which indicates
the overall satisfaction to the category Hi by alternative x. We then determie the
importance weights of the categories by using the collection of S1, S2, . . . , Sq and
the priority relationship between the categories. With these importance weights
and the WA or WOWA operator, we aggregate the collection S1, S2, . . . , Sq and
obtain the multicriteria aggregation. On the basis of these ideas, we introduce two
averaging aggregation operators, which generalize the PA and POWA operators
introduced by Yager in Refs. 7,8.
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