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Abstract

Web text mining has provided a new approach
to analyzing problems such as earthquake
warning and terrorism monitoring, etc. In Web
text mining, text classification is a widely le-
veraged method. In this paper, we combine text
classification and search records from search
engine together to facilitate detection of societal
risk with referring to Tecent Weibo’s volume at
the same time. Here SVM is utilized to auto-
matically identify risk category of Baidu hot
word after extracting the news content linked by
the first page of Baidu hot word search results.
By implementing the process of SVM (Support
Vector Machine) to text classification, we report
the results of multi-classification experiment on
Baidu hot word with some discussions. Finally,
future research field is given.

Keywords: SVM, text classification, text ex-
traction, Baidu hot word, Tencent Weibo

1 Instructions

Internet speeds up the information exchanging
among people. People use the Internet to get the
information they want easily. On the other hand,
the record of people’s Web behavior has sti-
mulated the research on social problems. For
example, Web text mining enables earthquake
warning and terrorism monitoring by applying
text classification to twitter with additional in-
formation such as hyperlink, geography tag
[1-3]. Moreover, records from search engine are
analyzed to forecast the outbreak of flu before
official statistics, which is often 2 weeks later
after aggregating the diagnosing cases from
clinics [4]. In this paper, we combine text clas-
sification in Web text mining and records form
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Baidu, the biggest domestic Chinese search en-
gine to provide an instantly reflection of societal
risk in China.

This paper is organized as follows. Section 2
provides the detail of collecting Baidu Hot word
and corresponding news, also Tencent Weibo’s
volume are employed in this part. Section 3
presents the process of SVM applied to text
classification for Baidu hot word. Section 4
discusses the risk classification result of 15
experiments based on SVM. Conclusions and
future work are given in Section 5.

2  Collecting Baidu Hot Words and
Their Corresponding News

Baidu is now the biggest domestic Chinese
search engine. The contents of high searching
volume reflect focus of search engine’s users. In
another word, Baidu serves as an instantaneous
corpus to maintain a view of people’s empathic
feedback for social hotspots, etc. In such way,
we can utilize Baidu as a perspective to ana-
lyzing societal risk.

2.1 Baidu hot word and text extraction

The portal of Baidu hot words provides hot
words every five minutes. The more users
search, the higher rank hot words have. A Java
Web crawler is implemented to grab hot words
in each hour. At the end of each day, we accu-
mulate the hot words in the past 24 hours and
use htmlparser to parse out the hyperlink and
corresponding title [5]. Then we store the hot
words in xml files and save the first page of the
corresponding Baidu search results. Figure 1
shows the process of collecting Baidu hot word.

Based on the 1st page of search results, news
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Figure 1. The portal of Baidu news redirects to word search page consisting of news page URLs

text from the news portals whose links are con-
tained in the 1st page is extracted. As the news
portals linked by Baidu news is varied, we firstly
make a statistics of the news portals usually ap-
peared at the first page of Baidu hot word search
results. We find that top 10 news portals in June
of 2012 are identical to those in September of
2012. Moreover, top 20% news portals release
almost 80% of the news listed at the 1st page of
the hot word search results [6]. By combing the
top 20 percents news portals, we determine 138
news portals as our target seeds for text extrac-
tion.

By leveraging the computational method
called generalized regular expression-based al-
gorithm, we obtain the plain texts of diverse Web
pages. The procedure of text extraction is as be-
low.

Input:
Si: html files of news pages
concerning Baidu hot word
Loop:
For each html file x in S;
Get all div blocks of x;
Abandon div blocks containing

less than given threshold Chinese
characters;
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Select div block w with highest
share of Chinese character;

Filter HTML tag
regular expression

of w using

End for

In the final, the news item is stored as an xml
file consisting of six sub items including news
title, link to news portal, site of news portal,
publishing date, id which is the rank of this
news item in word search page and the plain
text of news page.

<item>

<title >Hi il 108 204 2= 7 3ETH A </title >
<link>http://news.hexun.com/2013-03-1
7/152155807.html</link>
<site >Fn # </site >
<date>2013-03-17 03:17:00</date>
<id>1</id>
<txt>4 R L, + 2 EEE AK— K2 WIFRAT HIE
=, RERXTEFLEREHRUER, RRXT
2012 HRAFLES REHRIWTHER S5 2013
FEEREFMHLSRBIIHRVER, RRERT
201 24F H 9L 05 BE BT IR L & 20134 H e
HAFHRORNER, BERRXTEEARRERSES
ZRETIEREHRNER, REXTFEHARERL
ERERRNER, RERTEEA RBLERE LIRS
MR WER, FHEAREINEEZEME+ ZBE2EAKX
HESERKFERVE, HESE, E%ka
HEGWEREABRKRSESOARTENAXF+2EL
EAR—RSWHFSHEE, FFEIZEH 77 HE &,
BBASH BT LAY, BF S 108 205 Fr ik,
At R A KW </txt>

</item>



Table 1. Risk levels of 7 categories based on Baidu hot word (November, 2011 to October, 2012)

national | economy | public | daily social | government | resources & | total

security | & finance | morals | life | stability | management | environment | risk
2011. 11 0. 048 0.066 | 0.084 | 0.124 0. 097 0. 136 0.047 | 0.601
2011.12 0. 034 0.058 | 0.082 | 0. 189 0. 117 0. 099 0.038 | 0.616
2012.01 0. 059 0.040 | 0.077 | 0. 187 0. 089 0. 062 0.061 | 0.575
2012. 02 0. 056 0.016 | 0.085| 0. 167 0. 100 0.074 0. 042 | 0.540
2012. 03 0. 028 0.025 | 0.106 | 0.116 0. 093 0. 105 0.033 | 0.505
2012. 04 0. 048 0.016 | 0.049 | 0.145 0. 096 0.120 0.038 | 0.511
2012. 05 0. 060 0.018 | 0.062 | 0. 145 0.071 0. 088 0.041 | 0.485
2012. 06 0. 048 0.037 | 0.131| 0. 154 0. 082 0.112 0.043 | 0.607
2012. 07 0. 056 0.065 | 0.108 | 0.103 0. 056 0. 095 0. 067 | 0. 551
2012. 08 0. 036 0.051 | 0.081 | 0. 092 0. 100 0. 081 0. 055 | 0. 495
2012. 09 0. 109 0.034 | 0.112 ] 0. 162 0. 106 0. 083 0.039 | 0. 645
2012. 10 0. 052 0.028 | 0.162 | 0.173 0.099 0.078 0.011 | 0.604

*Bold number is the highest risk level and red number is the lowest risk level in each risk category.

2.2 Manual labeling for risk category of
Baidu hot word

Based on the results of a study of risk cognition
taken before 2008 Beijing Olympic Games [7,
8], we attribute each Baidu hot word into one
certain risk category manually from November
1, 2011. The risk index compendium sorts out
societal risk into 7 categories, national security,
economy & finance, public morals, daily life,
social stability, government management and

resources & environment with 30 sub categories.

Table 1 shows the risk levels of 7 categories
between November, 2011 and October, 2012
based on manual labeling of risk category for
Baidu hot word. Here the risk level denotes the
proportion of total frequency of hot words la-
beled as one of the 7 risk categories to the total
frequency of Baidu hot search words.

As shown in Table 1, risk level of each cat-
egory is less than 0.2 and risk level of daily life
is higher than those of the other risk categories.
The risk level is highest in December, 2011
when risk level in daily life occupies one third
of the total risk level. Rising price and income
gap attract most of people’s attention at the end
of year. On the contrary, the risk level falls
down sharply during August of 2012 when
London Olympic Games takes place. The ma-
jority of hot words are relevant to sports which
are risk-free during that period.

In order to monitor the risk level, it is ne-
cessary to map each hot word into a risk cate-
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gory and calculate the daily level of each cate-
gory. Manual labeling of Baidu hot search
words is a heavy burden, and then machine
learning by SVM is explored to automatic
labeling.

2.3 Risk level based on Tencent Weibo

There exists an obvious decline of risk level
between July and September, 2012 in Table 1.
To validate the risk level based on the Fre-
quency that Baidu hot words occur, we make a
comparison between risk levels based on fre-
quency and Tencent Weibo’s volume. We use
Tencent API to search for Baidu hot word of
each day and get the volume of Tencent Weibo
about the Baidu hot word from 00:00:00 to
23:59:59 in that day. Similarly, we compute the
risk level as the proportion of total Tencent
Weibo’s volume for hot words labeled as one of
the 7 risk categories to total Weibo’s volume for
Baidu hot search words. Figure 2 show the risk
level based Tencent Weibo’s volume of Baidu
hot word.

As shown in Figure 2, the red line represents
the risk level based on Tencent Weibo’s volume
and the blue dashed line represents the risk level
based on frequency that Baidu hot words occur.
The correlation coefficient between the two risk
levels is 0.73. In that sense, Baidu hot words
indeed also reflect the focus of Weibo users. As
search engine users and Weibo users are in fact
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Figure 2. Risk Ievels based on Frequency and Tencent Welbo s volume of Baidu hot word (July
1, 2012 to September 30, 2012)

two main streams of Web users, the approach Chinese.* Then terms within top given ratio on
that realizing detection of societal risk through Chi score in each category are filtered into the
Baidu hot words could be more convinced. final dictionary. As for methods such as infor-

mation gain, mutual information and chi-square,
chi-square out-performed other two methods in
3 Process of Support Vector Machine to test [13]. So chi-square is tried here.
Text Classification According to the dictionary obtained, plain
text is transformed into text vectors of terms.

. Then weights are assigned to feature words in
SVM and others methods such as logistic re-

. - S the text vectors. In this research, tf -idf is ap-
gression, KNN, decision tree, artificial neural . - . .
network, naive Bayes, etc are widely applied in plied. In addition totf -idf , a pile of methods
text classification [9-11]. As for SVM, the un- such as tf - rf (relevance frequency), tf - x>, tf -ig
balance of samples in each category perturbs the (information gain) can be adopted. Here rf meas-

classification precision obviously. When ap- ures the unbalance of documents containing the

plying SVM to risk classification of Baidu hot observed term between different categories. The
word, the varied categories of words at different formula of rf is log(2+a/b), where a is the

time and different contexts are also negative for
precision. For example, “Liu Xiang”, a proper
noun as the name of a well-known Chinese
athlete, who withdrew from 2012 London
Olympic dramatically because of his bruised
right foot, is labeled as risk category of medical
care from August 7, 2012. As more information
about operation team exposed, risk category
about “Liu Xiang” changes to morals and inte-
grity after August 9, 2012. To justify the pre-
diction results, category membership score is
leveraged with using text content of Baidu hot

number of positive documents in bipartition
containing the term and b is the number of
negative documents containing the term [14].
Afterwards text vectors of feature weights are
inputted as samples into SVM training process.
In the prediction part, we leverage the cate-
gory membership score to enhance the classi-
fication precision. The formula of category
membership score is given as Equ.(1).

zSi k 1)

score = +

word as samples while repeating each title 2*k 2*n
twice. . .

In the process of SVM to text classification, where Kis the number of voters supporting a
we firstly segment plain text into Chinese terms certain category, Nis the number of categories,
to construct the initial dictionary by MMSeg S, is the score of each supporting voter. As
[12]. At this step, stop words from HIT (Harbin n -category classification problem in SVM can

Institute of Technology) are eliminated. The
stop words list contains 767 functional words in

! Obtained from http://ir.hit.edu.cn/bbs/viewthrea
d.php?tid=20
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be treated as multiple binary-classification
problem, c? voters as classifiers in bipartition

are computed. The philosophy of the category
membership score is: for one test sample, the
bigger the scores of voters as the first item in
Equ.(1) are and the more the supporting voters
as the second item are, the more convinced that
the sample belongs to this category is. In the end,
classification results of the biggest category
membership score are chosen as the predicted
category.

4 Experiment Results

According to the process addressed in Section 3,
we carry out experiments using libSVM [15].

4.1 Data Source

Based on the manual labeling of each hot search
word, we map the corresponding news text into
the same risk category as that of the hot search
word. The news text with double-repeated news
title and corresponding risk category constitute
the sample. Source data are from January 5,
2013 to February 28, 2013. Table 2 shows the
number of Baidu hot search words and samples
of each risk category in during that period. From
Table 2, we see that three categories of risk,
daily life, social stability and government
management, contribute main risks. Obviously
the samples among different risk categories are
unbalanced. Figure 3 shows the sample size of
each day from January 5, 2013 to February 28,
2013. The Average sample size during this pe-
riod is 570.

Table 2. The number of Baidu hot words and samples of each risk category
(January 5, 2013 to February 28, 2013)

Risk Category

Num. of Baidu hot words

Num. of samples

national security
economy & finance
public morals

daily life

social stability
government management
resources & environment

risk-free
Total

124 (8%) 2443 (8%)
57 (4%) 1092 (4%)
131 (8%) 2492 (8%)
260 (16%) 4983 (16%)
137 (9%) 2635 (9%)
356 (22%) 6769 (22%)
81 (5%) 1555 (5%)
459 (29%) 8863 (29%)
1605 30832

578

Sample size

Figure 3. The number of Baidu hot words corresponding news of each day (January 5, 2013 to
February 28, 2013).

4.2 Experiment Design

In our experiments, we classify Baidu hot
search words of each day using previous
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N-day’s data (N=1, 2, 3...) as training sets. The
design of the experiments is based on the oc-
currence analysis of Baidu hot search words
from January 5, 2013 to February 28, 2013 as
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Figure 4. Statistic of occurrence for Baidu hot search words (January 5, 2013 to February 28,

2013)
shown in Figure 4. Figure 4(a) is the distribution more than 70% of hot words consecutively oc-
of frequency that Baidu hot search words occur. cur two days or more as shown in Figure 4(b). In
In total, 261 hot words occur only once, 647 hot Figure 4(c), we find that nearly 40% of Baidu
words occur twice, 8 occur three times, 5 occur hot search words of each day already occur
four times and 1 occurs six times. Moreover, consecutively in previous days. Then it is quite
Table 3. Classification precision for fifteen experiments
Average clz_zls_s ification | .
precision

Experiment 1 69.47% i s R
Experiment 2 70.20% - s
Experiment 3 71.88% o
Experiment 4 72.26% e o
Experiment 5 72.58% 00 L
Experiment 6 72.41%
Experiment 7 72.79% e I,
Experiment 8 72.93% %] g
Experiment 9 73.14%
Experiment 10 73.91% i
Experiment 11 74.13% 2.0
Experiment 12 74.80%
Experiment 13 74.50% i
Experiment 14 74.56% st
Experiment 15 74.36%

*Parameter setting: RBF (radial basis function) is employed as kernel function, for feature selection
top 40% terms in chi score are chosen, TF*IDF is adopted as feature weights.
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natural to use previous several days’ data as
training sets to classify Baidu hot search words.
For comparison, we take 15 tests to find the
fittest model. Experiment 1 uses previous day’s
data for training and today’s data for testing,
Experiment 2 uses previous 2-day’s data for
training, Experiment 3 uses previous 3-day’s
data for training and others go on like this. In
fifteen experiments, RBF (Radial Basis Func-
tion) is employed as kernel function of SVM.
Terms of top 40% on chi score are chosen to
constitute the dictionary. TF-IDF is adopted as
the feature weights.

4.3 Experiment Results

To measures the performance of SVM classifi-
cation, we use the standard definition of preci-
sion as shown in Equ.(2) in this research.

precision = | SL(svM )-L(Manual ) | ()
| Ssample
where SL(SW/):L(.V&HU&]) is defined as the set of

those news that SVM gives the same label as

0.95

0.B7

0.o0

0.BS

oTo

0.65

o.s0

0.55

050

manual labeling. Sanpte is defined as the set of

news in the test samples. For each experiment,
the precision values of each day are averaged to
get a single-number measure of classification
performance. The average classification preci-
sion of fifteen experiments is given in Table 3.
Among fifteen experiments, Experiment 12
gets the highest precision and when using more
than 10 days’ data as training data, the preci-
sions are hold around 14%. In such way, using
12 days’ data would be the fittest model. We
see that from Experiment 1 to Experiment 12,
the classification keep an uprising trend. The
reason is that as more data accumulated, the
feature words from enriched corpus would be
more representative so that for newly occurring
hot words and text content, the SVM could give
out a correct risk category with parsing out the
singular feature word. However, when after 12
days, the classification precision settles out.
Because of the emergence of novel hot words,
the feature words of the past days cannot cover
them, so it is hard to improve the classification
precision any more. Figure 5 shows the detail of
classification precision for each day of the 15
experiments.

(a) By previous day
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Figure 5. Classification precision for each day of 15 experiments, respectively.

As shown in Figure 5, the classification re-
sults on January 25 get the highest precision in
13 experiments. On the contrary, January 18
gets the lowest precision in 11 experiments and
February 20 gets the lowest precision in 5 ex-
periments.

In 15 experiments, classification precision for
one day falls behind the other days when Baidu
hot search words in that day that neither occur
before nor are evident in risk classification. Hot
words on January 18 in Experiment 1 are one
typical example. The classification results on
January18 get the worst precision in Experiment
1. Among Baidu hot search words on January18,
we find one hot search word that does not ap-
pear before refers to one pop singer and actress
talking about a political issue, which is labeled ,
while manual label is national security, instead.
Other hot words like GDP and a city mayor,
who go to office by bicycle, which do not occur
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before, are indeed ambiguous in risk classifica-
tion.

For 15 experiments, the best occurs when
Baidu hot words occur before. The most typical
example is the period of Chinese Spring Festival.
Majority of Baidu hot search words concentrate
on people’s holiday life including traffic prob-
lem, rising price and air pollution caused by
fireworks, etc.

5 Conclusion

In this paper, we develop one Java program to
collect Baidu hot words and their corresponding
news, then we leverage the process of SVM to
text classification and category membership
scores to automatically identify risk category of
Baidu hot words adopting the risk index com-



pendium form IOP, CAS. Based on the risk
classification, we may have a vision of societal
risk through Baidu hot words with referring to
Tecent Weibo’s volume of Baidu hot words in
each day at the same time.

Fifteen experiments using different previous
days’ data are tested to find the fittest model to
label the risk of today’s hot words. The results
show that classification for today by previous 12
days’ data gets the highest precision. The
uprising classification precision shows that as
more data accumulated, the feature words from
enriched corpus would be more representative,
then the possibility that the SVM give out the
correct risk category could be higher with
parsing out the singular feature word for newly
occurring hot words and text content. However,
the classification precision settles out when
more than 12 days because the feature words of
the past days cannot cover the emergent novel
hot words any further.

A lot of work needs to be done in the future.
As a classification problem, empirical compar-
ison with other methods is needed. And the ef-
fect of different removal percentage of feature
words and different kernel types on classifica-
tion precision is promising [16]. We also need to
apply SVM to Baidu hot word using longer
longitudinal data as more data are accumulated.
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