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Abstract  

A study about the distribution of multi-words in 
both Chinese text and English text was carried 
out to explore a theoretical basis for probabilistic 
term-weighting scheme. Poisson distribution and 
G-distribution are comparatively studied to de-
scribe the relationship between words’ frequency 
and number of occurrences, for both technical 
multi-words and non-technical multi-words. Also, 
a rule-based multi-word extraction algorithm was 
proposed to extract the multi-words from texts 
based on occurring structures and syntactical 
patterns in texts. Our experimental results dem-
onstrated that G-distribution has a better capa-
bility than Poisson distribution in description of 
the relationship between multi-words’ frequency 
and number of occurrences for technical 
multi-words and non-technical multi-words.  
 
Keywords: multi-word, term-distribution, Pois-
son distribution, G-distribution  
 

1   Introduction 
 

Distribution of terms, which focused on fre-
quencies of word occurrences along with other 
characteristics, has attracted great interest in the 
field of textual information processing such as 
information retrieval and speech recognition. 
Further, various term distribution models were 
proposed to capture the regularities of word oc-
currences in texts, and discover the underlying 
mechanisms of terms (words’ behavior) in texts. 
A good understanding of distribution patterns is 
useful on occasions when we want to assess the 
likelihood of a certain number of occurrences of a 
specific term in a collection of texts. 

In the area of text mining and information re-
trieval, term weighting is a necessary and crucial 
process if we want to transform the text into 
numerical vectors, so that statistical methods can 
be employed on these vectors for mining 
non-trivial patterns in texts. However, most term 
weighting methods, such as vector space model, 
are based on empirical observation and linguistic 
intuition, rather than theoretical analysis of the 
term distribution and properties in corpus or texts. 
Because of this reason, term distribution was 
studied to shed light on distinguishing between 
unimportant (function, non-content, semanti-
cally-unfocused) terms and important (content, 
topical, semantically-focused) terms in texts, 
according to explicit statistical characteristics. 
After the analysis of term distribution, important 
terms can be extracted from texts, and unimpor-
tant terms can be ignored accordingly, when 
numerical transformation is carried out in text 
representation. 

Generally, features are associated with single 
words during the process from textual informa-
tion to numerical vectors. However, there are 
some cases, such as technical papers and profes-
sional theses, where it helps to consider a group 
of words as a feature which is used to describe a 
specialized concept in that field. Multi-word 
features are not found too frequently in a docu-
ment collection, but when they do occur they are 
often highly predictive and informative in ex-
plaining learning methods. While “multi-word” 
is the fundamental notion of this paper, this no-
tion had no satisfactory formal definition until 
now. It can only be intuitively characterized: it 
occurs only in specialized types of discourse, and 
is often specific to subsets of domains, and when 
it occurs in general types of discourse or in a 
variety of domains it often has broader or more 



diverse meaning, for example, name entities, 
terminological noun phrases and so on. Although 
some work has been done in term distribution and 
many prominent proposals have been presented 
[1-2], little work has been done on the compari-
son of different term distribution models, which 
was carried out in this paper. 

The rest of this paper is organized as follows. 
Two different term distribution models, Poisson 
model and G-model, are introduced in Section 2. 
Section 3 describes our data set and data pre-
processing to examine these two models. Also, 
the multi-word extraction method is given based 
on structures and characteristics of text. The ex-
periments on term distribution of Chinese and 
English multi-words are carried out, and the re-
sults are showed in Section 4. Finally, discus-
sions and concluding remarks, and further re-
search, are given in Section 5. 
 

2   Term distribution models 
 

The classical probabilistic term distribution 
models, such as Poisson model and G-model, are 
introduced in this section with their basic as-
sumptions for the words occurring in a text. 

 

2.1 Poisson distribution 
 
The definition of the Poisson distribution is as 
follows. 
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In the most common model of the Poisson 

distribution in information retrieval, the pa-
rameter λi > 0 is the average number of occur-

rences of wi per document, that is, 
N
cfi

i =λ  

where cfi is the collection frequency and N is the 
total number of documents in the collection. With 
Poisson distribution, we can estimate the prob-
ability of a word occurring a certain number of 
times in a document. That is, )p(k; iλ is the 
probability of a document having exactly k oc-
currences of wi, where λi is appropriately esti-
mated for each word. The basic assumption for 
the Poisson distribution is that the occurrences of 
a term are independent of each other, i.e., there is 
no correlation between the different occurrences 

of a term in documents. However, in most cases, 
this assumption may not hold, because of dif-
ferent occurrence patterns of content words and 
non-content word in texts. Based on this idea, the 
two-Poisson model and further Poisson mixtures 
were developed to estimate the probability of 
occurrences of a term, but they all have a variety 
of problems in practical application [3]. All these 
models have the same basic assumptions re-
garding word occurrence with Poisson distribu-
tion. To simplify, we only use Poisson distribu-
tion for estimation in this paper, because we 
should develop more complex models using 
Poisson distribution only if the simple Poisson 
distribution is validated as promising in some 
cases with our multi-words. 

 

2.2 G-distribution 
 
The G-distribution (G means general), also 
known as a three-parameter probability distribu-
tion, is defined as follows: 
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the proportion of the frequency of more than or 
equal to two to the frequency as more than or 
equal to one. )Pr( rkpr == is the probability of 
having exactly r instances of a term in a docu-

ment. 
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tion with the G-distribution is that there are 
mainly two kinds of words existing in a docu-
ment: one is non-content words, and the other is 
content words. As for the multi-words, they are 
usually content words in a document, and they 
can be separated into topical and non-topical 



words. When a content word is present in a 
document, but the concept named by a content 
word is not topical (non-topical) for that docu-
ment, then this word would typically occur only 
once in this document. But when a concept 
named or expressed by a content word is topical 
for the document, then the content word is char-
acterized by multiple (times>=2) and then often 
bursty occurrence. The notion of burstiness is 
fundamental for obtaining G-distribution, which 
means the multiple occurrence of a content word 
or phrase in some documents but in other docu-
ments, they do not occur at all. For more details 
about G-distribution, readers can refer to [4]. 

 

3   Data preprocessing 
 
In order to compare both distribution models 
described above, two types of texts in different 
languages were selected as our experimental 
object. First, the profiles of those text collections 
were specified, and then a multi-word extraction 
method was proposed to extract the multi-words 
from both document collections in this section. 
 

3.1 XSSC texts in Chinese and Reuters texts in 
English 
 
Based on our previous work, 184 texts concern-
ing the details of each conference were collected 
from XSSC Website (http://www.xssc.ac.cn), in 
which many academic topics of a wide scope 
from basic research to advanced techniques are 
included. In this paper these documents were 
used to conduct multi-word extraction, and their 
distribution characterization was performed. By 
our calculation, there are 14 categories related to 
this document collection, and the average to 
number of sentences per-document is 41.46, i.e., 
the average length of XSSC document.  

The Reuters-21578 data set 
(http://www.research.att.com/~lewis.) was se-
lected as our experiment text in English. It ap-
peared as Reuters-22173 in 1991, and was in-
dexed with 135 categories by personnel from 
Reuters Ltd in 1996. In the area of text mining, it 
was usually adopted as a bench marking data set 
for text categorization. But in this paper, the data 
was used to extract the English multi-words, and 
to observe the distributions of these multi-words 
in newswire texts. By our statistics, this data set 
contains in total 19403 valid texts, with an av-

erage of 5.4 sentences in each text. For conven-
ience, the texts from 4 categories, “grain”, 
“crude”, “trade” and “interest” were selected as 
our target data set, because obvious distinctions 
instead of overlapping can be drawn between 
them which may benefit the distribution of the 
multi-words. With this method, 574 texts from 
“grain”, 566 texts from “crude”, 424 texts from 
“interest” and 514 texts from “trade” were as-
signed as our target data set.  

 

3.2 Multi-word extraction 
 
Basically, there are two types of methods to ex-
tract multi-words from documents: one is to 
utilize the mutual information between words, 
which is a statistical method [5-6], and another is 
to analyze the syntactical structure of 
multi-words, which is a rule-based method [7]. 
Usually, the multi-word extraction methods vary 
with different languages from a linguistic per-
spective; here a rule-based multi-word extraction 
method is proposed which is independent of 
language. From previous study on the structure 
and characteristics of multi-words, a conclusion 
was widely accepted that a multi-word has the 
properties of a noun phrase (NP) at its ending and 
repetition of occurrence. Accordingly, a simple 
hypothesis is that an NP having a frequency of 
two or more can be a candidate as a multi-word in 
a text [7]. With this hypothesis, we proposed a 
multi-word extraction method to extract the 
multi-words from both the Chinese and English 
texts. The basic idea for this method is to identify 
the repetitive patterns (a group of consecutive 
words) in sentences as candidates in a document 
first, and then determine the part of speech of 
these identified patterns. If a candidate’s part of 
speech is a noun (not a pronoun), it should be 
accepted as a multi-word. Otherwise, it should be 
refused as a multi-word. The following is our 
method to identify the repetition of any two sen-
tences in the same document. 

Input: 

s1, the first sentence 

s2, the second sentence 

Output: 



Repetitive and consecutive words 
extracted from s1 and s2. 

Procedure: 

s1 = {w1,w2,…,wn} s2 = {w1’,w2’,…,wm’} 
k=0  

for each word wi in s1 

 for each word wj in s2 

  while(wi = wj)  

    k++ 

        end while 

  if k>1 

  combine the words from wi 
to wi+k as the output of this procedure 

       End if 

      End for 

End for 

After the repetition is extracted from sen-
tences in a document, the ICTCAS [8] and JWNL 
[9-10] were employed to determine the part of 
speech of the last word of the repetition, for 
Chinese and English respectively. Also, in the 
case that the last word is not a noun, such as 
“prime minister agreed”, the last noun of this 
repetition was determined, and “prime minister” 
was regarded as a multi-word. Moreover, the 
length and the alignment of each word also were 
considered to make the extraction more accurate, 
for example, multi-word usually has a length no 
more than 6 single words. For the XSSC docu-
ments, 5087 multi-words were extracted, and 
4024 multi-words were extracted from Reuters 
texts. It is very interesting to notice that although 
the total number of documents of Reuters texts 
(2074) is far larger than the XSSC texts (184), the 
number of multi-words of both texts are ap-
proximately similar. We conjectured that this 
may be because the algorithm for multi-word 
extraction is applied to sentence directly. Reuters 

data sets have a total of 7628 sentences, while 
11200 sentences are found in XSSC testing texts.  
Moreover, the types of text are different,  XSSC 
text is about academic and scientific reports, 
while Reuters texts belong to brief news reports. 

 

4    The distribution of Chinese and Eng-
lish multi-words in text 
 
The comparison of Poisson distribution and 
G-distribution was conducted in XSSC and 
Reuters texts, respectively. Although tradition-
ally the words in texts were separated into 
non-content words (function words, semanti-
cally-unfocused words) and content words (se-
mantically-focused words, topical words), here, 
we only discriminate the technical multi-words 
and non-technical multi-words. Multi-words are 
semantically focused in their essence; otherwise 
there would not be accidents of combination of 
these words. Technical multi-word refers to a 
group of words which are highly related to the 
contents of the texts, such as terminological noun 
phrases, while non-technical multi-words are not 
so highly related to the content of the texts, for 
example the commonly used phrases in a field, 
and the names of places. Also two measures are 
introduced here to evaluate the performance of 
Poisson distribution and G-distribution. They are 
gross error as Ea and local error as El. Their 
definition is as follows. 

∑
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Here, act is the actual frequency of 
multi-word occurrence in texts, and est is the 
estimated frequency of multi-word occurrence in 
texts by Poisson distribution or G-distribution. Ea 
was introduced to evaluate the overall estimation, 
and El was introduced to evaluate the local esti-
mation, because there are never errors for 
G-distribution if 1≤r , according to its formula. 

 

4.1 Overall distribution of the multi-words in 
XSSC and Reuters texts 
 
Before the distribution of single multi-words was 



examined, the overall distributions of the 
multi-words in XSSC and Reuters texts are 
plotted, as shown in Figure 1 and Figure 2. The 
overall distributions of the multi-words in XSSC 
and Reuters text have a very similar curves. Their 
only difference is that the latter has a larger range 
of number of occurrences (count) and frequency. 
Moreover, they conform to Zipf’s law [11], 
which states that the product of the frequency and 
the rank order (order of count) is approximately 
constant and is adopted by some practical in-
formation retrieval applications [12]. We verified 
this statement in our research for both XSSC and 
Reuters. For the multi-words of XSSC, this con-
stant is about 0.02-0.1 for most cases but with 
some exceptions at the smaller order. For the 
multi-words of Reuters, also the constant is about 
0.02-0.1 for most cases also with some excep-
tions at the smaller order. 
 

4.2 Distributions of technical multi-words 
 
For the technical multi-words of XSSC, “纳米材

料 ”(nanophase materials) and “ 态 环生

境”(ecological environment) were assigned as 
the testees, because they are the hot topics in new 
technology areas, only some professional articles 
may have these words. And for the technical 
multi-words of Reuters, we selected “crude oil” 
and “interest rates” as our samples, because they 
are the topics of the categories we picked out 
from Reuters texts. Tables 1-4 show the results of 
the Poisson distribution and G-distribution on 
these examined multi-words. 

From Tables 1-4, it can be seen that the 
G-distribution has a better capability in estimat-
ing the probability of exactly )0(≥r occurrences 
of a multi-word in texts. In addition, it is obvious 
that the estimation error of the Poisson distribu-
tion of 0 and 1 occurrences has a significant pro-
portion of the overall estimation error for la EE >>  
in most cases of Poisson distribution. Further-
more, the estimation based on Reuters texts are 
better than the estimation based on XSSC texts, 
as the estimation based on Reuters texts always 
has less error using any Poisson distribution or 
G-distribution. We will discuss this phenomenon 
in Section 5. 
 

4.3 Distributions of non-technical multi-words 
 

For the non-technical multi-words of XSSC, “基
础 研 究 ”(basic research) and “ 问科 学

题 ”(scientific problem) were assigned as the 
testees, because they are popular words in XSSC 
academic discussion and have a very extensive 
meaning other than a concrete professional con-
cept. For the non-technical multi-words of 
Reuters, we selected “United States” and “Soviet 
Union” as our samples, as they are the names of 
countries and can be used anywhere related to 
these two countries in newswire reports. Tables 
5-8 show the results of the Poisson distribution 
and G-distribution on these examined 
multi-words. 

 
Figure 1.The overall distribution of the num-

bers of multi-words and their frequency in XSSC 

 
Figure 2.The overall distribution of the num-
bers of multi-words and their frequency in 

Reuters 
 
It has been shown in Tables 5-8 that the 

G-distribution has a better capability in estimat-
ing the probability of exactly )0(≥r occurrences 
of non-technical multi-words in texts. As with the 
technical multi-words, it is clear that the estima-
tion error for the Poisson distribution at 0 and 1 
occurrences has a significant proportion of the 
overall estimation error, and the estimation based 
on Reuters texts are better than the estimation 
based on XSSC texts. However, when the results 



were compared with the former results on tech-
nical multi-words, it can be seen that in XSSC, 
the technical multi-words have less estimation 
error than non-technical multi-words, but when it 
comes to Reuters texts, it is the opposite case, i.e., 
non-technical multi-words have less error than 
technical multi-words. We will discuss this 
phenomenon in Section 5. 

 
5   Discussion and Concluding Remarks 
 

In this paper a study on the distribution of 
multi-words in texts was carried out. Two kinds 
of models, Poisson distribution and 
G-distribution, were examined in Chinese and 
English texts, using as XSSC text collection and 
Reuters data set. Moreover, a simplified 
multi-word extraction method was proposed to 
extract the multi-words from texts independent of 
language, based on the structures and syntactical 
rules of multi-words in texts. 

Table 1.  The distribution of Chinese multi-word “纳米材料” and its probability estimation from 
Poisson and G-distribution. 

r 0 1 3 4 5 8 11 15 17 26 Ea El 

act.(×10-2) 89.67 4.89 1.09 0.54 0.54 1.09 0.54 0.54 0.54 0.54   

Poisson est.( ×10-2) 55.30 32.76 1.92 0.28 0.03 0.00 0.00 0.00 0.00 0.00 67.09 4.85 

G-model est.(×10-2) 89.67 4.89 0.60 0.54 0.42 0.30 0.21 0.13 0.10 0.04 3.08 3.08 

Table 2.   The distribution of Chinese multi-word “生态环境” and its probability estimation from 
Poisson and G-distribution. 

r 0 1 2 3 4 5 6 9 12 13 27 Ea El 

act.(×10-2) 80.98 7.07 4.35 1.63 1.09 1.09 1.63 0.54 0.54 0.54 0.54   

Poisson est. ( ×10-2) 48.01 35.23 12.92 3.16 0.58 0.09 0.01 0.00 0.00 0.00 0.00 76.45 15.32

G-model est. ( ×10-2) 80.98 7.07 2.63 2.05 1.60 1.25 0.97 0.46 0.22 0.17 0.01 4.77 4.77 

Table 3.   The distribution of “crude oil” and its probability estimation from Poisson and 
G-distribution 

r 0 1 2 3 4 6 8 Ea El 

act.( ×10-2) 90.51 6.21 2.45 0.59 0.10 0.10 0.05   

Poisson est.  (×10-2) 86.73 12.35 0.88 0.04 0.00 0.00 0.00 12.29 2.37 

G-model est. ( ×10-2) 90.51 6.21 2.26 0.70 0.22 0.02 0.00 0.55 0.55 

Table 4.   The distribution of “interest rates” and its probability estimation from Poisson and 
G-distribution 

r 0 1 2 3 4 5 6 8 Ea El 

act.( ×10-2) 92.22 4.26 2.01 0.98 2.04 0.10 0.15 0.05   

Poisson est. ( ×10-2) 86.99 12.13 0.85 0.04 0.00 0.00 0.00 0.00 17.54 4.44 

G-model est.( ×10-2) 92.22 4.26 2.01 0.86 0.37 0.16 0.07 0.01 1.97 1.97 

 
Our experimental results have shown that 

G-distribution has a better capability in describ-
ing the relationship between multi-word occur-

rence and frequency than the Poisson distribution. 
This validates the basic assumptions in 
G-distribution about the existence of word 



burstiness in texts, regarding content words. Es-
pecially the inability of Poisson distribution to 
estimate the probability of exactly 0 and 1 oc-
currence enhanced the assumption that the oc-
currences of multi-words in text may not be fea-
sibly regarded as independent from each other. 
Although some researchers argued that the 

two-Poisson model or negative binomial may be 
another way to solve this kind of problem [13], 
and that the problem with Poisson is that docu-
ments differ widely in size [14], the basic as-
sumption of Poisson model should be reconsid-
ered. 

 

Table 5.   The distribution of Chinese multi-word “ 础基 研究” and its probability estimation from 
Poisson and G-distribution. 

R 0 1 2 3 4 5 6 7 8 12 18 Ea El 

act.( ×10-2) 49.46 20.11 11.41 6.52 4.35 2.17 3.26 0.54 1.09 0.54 0.54   

Poisson est. ( ×10-2) 24.88 34.61 24.08 11.17 3.88 1.08 0.25 0.05 0.01 0.00 0.00 63.62 24.54

G-model est. ( ×10-2) 49.46 20.11 10.46 6.86 4.51 2.96 1.94 1.27 0.84 0.16 0.01 5.45 5.45 

Table 6.   The distribution of Chinese multi-word “ 问题科学 ” and its probability estimation from 
Poisson and G-distribution. 

r 0 1 2 3 4 5 6 7 8 9 10 11 13 Ea El 

act.(×10-2) 49.4
6 

20.6
5 

12.5
0 5.98 3.26 1.63 2.17 1.09 0.54 0.54 1.09 0.54 0.54   

Poisson est. ( ×10-2) 25.0
1 

34.6
6 

24.0
2 

11.1
0 3.84 1.07 0.25 0.05 0.01 0.00 0.00 0.00 0.00 67.3 28.84

G-model est. ( ×10-2) 49.4
6 

20.6
5 

10.1
5 6.70 4.43 2.92 1.93 1.28 0.84 0.56 0.37 0.24 0.11 12.59 12.59

Table 7.   The distribution of “United States” and its probability estimation from Poisson and 
G-distribution 

r 0 1 2 3 4 5 6 9 10 Ea El 

act.( ×10-2) 87.38 7.97 2.50 1.27 0.59 0.15 0.05 0.05 0.05   

Poisson est.( ×10-2) 80.99 17.08 1.80 0.13 0.01 0.00 0.00 0.00 0.00 18.22 2.72 

G-model est.( ×10-2) 87.38 7.97 2.55 1.15 0.52 0.23 0.11 0.01 0.00 0.46 0.46 

Table 8.   The distribution of “Soviet Union” and its probability estimation from Poisson and 
G-distribution 

r 0 1 2 3 4 5 Ea El 

act.( ×10-2) 94.96 3.13 1.32 0.39 0.10 0.10   

Poisson est. ( ×10-2) 92.47 7.24 0.28 0.01 0.00 0.00 8.22 1.62 

G-model est. ( ×10-2) 94.96 3.13 1.31 0.41 0.13 0.04 0.12 0.12 

However, some questions have also come up 
with our experimental results. The first one is that 
the estimations on Reuters texts are better than 
the estimations based on XSSC texts. Perhaps it 
is because the XSSC texts are academic papers, 

and they have more terminological noun phrases 
but fewer texts than Reuters text, so that the 
multi-word behavior is not fully expressed in 
XSSC texts. The second possible reason is that 
the distribution of technical multi-words is in 



agreement with G-distribution than non-technical 
words, but this is not the case in Reuters texts. 
The reason for this point is also possibly because 
the XSSC texts are academic texts, so that the 
burstiness can more easily induced in their texts 
but the Reuters texts are newswire texts focused 
on more information included in short passages, 
so that the bustiness of content words can not 
happen in them naturally. Whatever the final 
reasons for these differences, further investiga-
tions are required to disclose these phenomena.  

As for our further research, the term weight-
ing methods based on term distribution theory are 
a potential direction in which to advance, espe-
cially for the multi-word features. For example, 
the importance of a multi-word in a text can be 
objectively measured and used for text repre-
sentation, if the distribution of multi-word and 
the relative frequency of the multi-word in this 
text can be acquired from the text collection. 
Nevertheless, term distribution also provids a 
theoretical support for advanced applications 
such as speech recognition and machine transla-
tion, if a probability model is elaborated for the 
distribution of terms in text collections. 
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