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Abstract

XSSC (Xiangshan Science Conference) is famous for its directive role of Chinese basic scientific research by
inviting senior experts in research fields to express their opinions concerning their own researches. In this paper, we
proposed a Chinese Web text mining process based on traditional information retrieval and extraction as well as
Internet techniques. Then we conducted this Web text mining process on XSSC and the results of this process are

presented. Finally, some improvements are indicated.
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1. Introduction

The Web offers access to vast amounts of
information, but the usefulness of this access is limited
by our ability to make sense of Web information in a
timely way. Web mining is employed to improve our
access ability by providing its users with useful, timely
and comprehensive information support from Web. Web
mining includes Web content mining, Web structure
mining and Web usage mining. Web text mining belongs
to the area of Web content mining and refers to the
process of extracting interesting and non-trivial patterns
or knowledge from Web. Usually, it is viewed as an
extension of text mining and data mining.

This paper presents a Chinese Web text mining
process consisting of four modules. Web crawler, Web
content indexer, Web text summarization and Web text
clustering. Also, a user interface is proposed to interpret
Web text mining results on XSSC. The rest of this paper
is organized as follows. Section 2 surveys the prior
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research on Web text mining. Section 3 gives a Chinese
Web text mining process, which is a basic process but
includes all the necessary modules to implement awhole
Chinese Web text mining. Section 4 describes the
practical working details of each module in Web text
mining on XSSC and the processing result of each
module is presented in this section. The final section
concludes this paper and indicates the further research.

2. Prior Research

Recently, a lot of researches in the field of Web text
mining have been carried out. On the whole, there are
two types research on Web text mining. One is focused
on the application of Web text mining techniques to
solve practical problems and the other is focused on the
algorithms or the improvements of some Web text
mining methods. For the former aspect, Reference [1]
introduced a Web-based news retrieval system Al-Times
whose goal is to retrieve and organize the web news
information. Reference [2] implemented a medical



informatics system Medical Concept Mapper to facilitate
access to online medical information sources by
providing users with appropriate medical search terms
for queries. Reference [3] employed a new concept of
seed content to find out the common interest community
between individual Web pages. In the latter aspect,
Reference [4] brought forward an algorithm for
automatic HTML Tags and pure text extraction from
semi-structured Web Documents; Reference [5] carried
out a knowledge discovery method in texts according to
the co-occurrence and distribution of keywords between
texts. While Reference [6] constructed hyperlinks
between Web pages automatically using SOM
(Self-Organizing Method) training of documents
representation vectors.

However, the Web text mining researches mentioned
above have their own disadvantages in contrast to their
advantages. In their common, they all depend on basic
nature language processing (NLP) techniques without
any semantic analysis. The application of Web text
mining can surely satisfy some practical demands but
the success of this kind of application depends on
heuristic experience of a certain domain so much that it
may not be applied in other fields because of lack of
feasibility. The research of Web text mining technique
have not synthesized the Web features of texts and the
text mining techniques effectively resulting it being
separated into Web representation and text mining
instead of the research on the combination of these two
sides.

Generally speaking, Web text mining involves two
aspects. oneis the Web texts acquisition and another is
the text mining techniques used on the Web texts. The
object of text mining is pure texts while the object of
Web text mining is Web pages whose contents contain
not only pure texts but also the hyperlinks between Web
pages. So there would be more preprocess on Web texts
than pure texts. Figure 1 is a basic Chinese Web text
mining process. The function of each module is as
follows.

Generally speaking, Web text mining involves two
aspects: oneis the Web texts acquisition and ancther is
the text mining techniques used on the Web texts. The
object of text mining is pure texts while the object of
Web text mining is Web pages whose contents contain
not only pure texts but also the hyperlinks between Web
pages. So there would be more preprocess on Web texts
than pure texts. Figure 1 is a basic Chinese Web text
mining process. The function of each module is as
follows.

3.1 Web crawler

The role of Web crawler is to download Web
pages from Internet. Here, the traditional spider
detecting algorithm showed in the following part with
two parameters as the seed URL and the depth for
crawling is employed.

Firstly, the Web page at the seed URL is
downloaded by Web crawler and saved into loca file
base. Then, all the hyperlinks as URLSs are parsed out
from the previously downloaded Web page and saved
into local database.

3. A Chinese Web Text Mining
Process
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Figure 1. A basic Chinese Web Text mining process
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Secondly, the Web pages at the newly parsed
URLs are downloaded into loca file base and the
URLSs as hyperlinks in these newly downloaded Web
pages are parsed out for the next step downloading. By
this kind of reiteration of downloading and parsing,
the Web pages within the reach of the parameter depth
from the seed URL are collected. In some cases,
restrictions are set for the crawler’'s downloading by
evauate the URLs parsed from Web pages so as to
derive the Web pages as required. For example,
reference [1] classifies the URLSs into three types in
order to obtain the newly updated news Web pages by
checking the parsed URL s continuously.

Algorithm I:  Spider Algorithm
Begin
Let | bethealist of initial URLS of the seed website and D
be the depth of the spider will crawl;
Let F be aqueus;
ForeachURL i inl
Enqueue(i,F);
End
j=0;
While Fisnot empty andj <D
u = Dequeue(F);
if u has not been processed
Get(u);
Extract the hyperlinks and relevant caption;
Let U be the set of hyperlinks extracted;
For eachuinU
Enqueue(u,F);
End
End
End
End

3.2 Web content indexer

The Web page indexer is designed here to filter
and reorganize the content of Web pages by extracting
features from Web page such as page titles, time
stamps, name of person and also the pure texts. In
details, it includes three parts: Web filtering,
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characteristic extraction and pure text extraction. Web
filtering is used to exclude the irrelevant Web pages
such as advertisement, exception page and so on.
Feature extraction is used to extract the related
information from Web pages according to the Web
structures. Pure text extraction is used to eliminate
HTML tags and noises in the Web pages like scripts,
cascade style so as to obtain consistent pure text from
Web. By the way, two kinds of methods were currently
utilized for extraction. The one is based on the
language character type, for example, Chinese and
Japanese characters belong to different characters
collection in Unicode aggregation. Another is based on
the format of Web page. For example, there is a great
difference in writing format between HTML language
and natural language. Our extraction method in this
paper is based on the format of Web page.

3.3 Web text summarization

Web text summarization is introduced to extract
the representative sentences from the pure test of Web
page and rearranges the extracted sentences as the
abstract of the Web page. It is one of the tasks of text
mining. In details, Web summarization includes three
parts. segmenting the sentences of texts into individual
words, keywords selection and automatic abstract.
Some languages such as Chinese, Korean and
Japanese need to be segmented, other Latin series
languages such as English, French and so on do not
need to be segmented because one word is an index
term in these languages. Keywords selection is used
here to select the words which have the most resolving
power for distinguishing one text from other texts.
Sometimes, keywords selection is closely relevant
with the text content and subject, and also it may rely
on our subjective experience on words expression.
Automatic abstract is used to select and rearrange the
representative sentences to construct the abstract of
text by coherence and fluency. That is, it constructs a
short passage with selected sentences from the original
text according to the text compression ratio to express
the meaning of original text. In the last few decades,
researchers have brought up a number of automatic
abstract methods. Basically, these methods fall into
two categories. One is based on the structure and
semantics of the source text and another is based on
the statistical method such as the frequency of the



sentences or words occurrence. In the current state of
affairs, it is better to use statistical information in
automatic extraction [7].

3.4 Web text clustering

Web text clustering is utilized here to cluster the
Web pages without supervision according to the
similarities between them. Firstly, it can bring its user
a whole grasp of the Web information by clustering
the Web pages into some clusters. Secondly, it can
provide user with the rest related Web pages of some
one cluster automatically when user browses one Web
page of this cluster in case of ignoring important
information. In order to cluster the Web texts, they
should be represented by quantitative vectors so as to
be clustered. Generally, one text could be represented
by the vector space model (VSM) or Boolean model
[8]. VSM records the frequency of a term in a text
whereas Boolean model only care the occurrence of a
term in a text while ignoring the frequency. By this
kind of representation for texts, a clustering can be
done among the all texts.

4. Web Text Mining on XSSC

4.1 System overview of Web text mining on

XSSC

Based on the Chinese Web text mining process in
section 3, a practical Web text mining was conducted
and implemented on XSSC Website (www.xssc.ac.cn).
Figure 2 is the system over view of the Web text mining
process on XSSC.

4.2 Web crawling on XSSC

We set http://www.xssc.ac.cn/Web/ListConfs as seed
URL and set the depth as 10 for Web crawler. After the
work of Web crawler, we obtained 646 Web pages from
the X SSC Website.

4.3 Web Web indexing on XSSC

In this step, those Web pages whose contents are
concerned general description of XSSC were eliminated
and we selected only the conference details Web pages
because they contained the overall information about a
certain conference such as conference topic, the
utterance records of experts and the conferences
participants. After the Web filtering, 208 Web pages
whose contents were within our mining interest were
retained for latter Web text mining processing.

| UI(Web Browser)

WWW.XSSC.ac.cn +
|Web Crawler| | Web Indexer | |Web Summarization| | Web Clustering | | ;earcher |
| Data Exchange Layer |

A

\ 4 \ 4

| JDBC | | Jawaior |
A A
A 4 A
DataBase File Base

Figure 2.System overview of Web text mining process on XSSC
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Figure [3] is a typical Web page from XSSC
Website about conference details.It can be seen that
there is certain kind of structure existing in the Web
page. By identifying this kind of structure, we can
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extract the information about conference topic,
conference content as well as the information about the
conference participants. Figure [4-6] are the extraction
results from the X SSC Web page.
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4.4 Web text sumarization on XSSC
Here, the ICTCLAS [9] is employed to segment the
extracted pure texts (also as Web texts) in section 4.3 to
individual words. Only the nouns and substantive
expressions were retained as the keywords candidates
for each Web page. Then the 15% highest frequency
keywords candidates of each pure text were selected as
initial keywords collection for each Web page. Next, we
combined all the initial keywords collection into an
overall words collection and selected only the 5%
highest frequency words of the overall collection to
construct domain words collection for all texts. Also, the
domain words should be examined by experts of XSSC
with heuristic method. Then we use each initia
keywords collection to subtract domain words collection
so as to obtain the final keywords for each Web text.
The reason of this method to obtain keywords of each
text is that usually there are some over-frequency words
which own the high frequency in each Web text, but in
fact, these words are not so significant for distinguishing
these Web texts because they are ordinary words such as
“science’, “system”, and so on. Another reason is that
our Chinese words-frequency distribution is not as the
same as the Luhn’s description [10]. So we employed a



statistical and heuristic method to obtain the keywords
for each Web text. When the keywords selection is done,
the classic Luhn's sentence score [10] method is
employed to evaluate each sentence in pure text with

number of sentences were extracted from each pure text
and rearranged by coherence and fluency to constitute
the abstract of each Web page. Figure 7 is the detailed
process of Web text summarization.

each keywords collection. Finadly, the predefined
Select 15% highest Select 5% highest frequency
Puretext | Segment | Individual | frequency wordsfor | [nitial .| wordsfor overall words
Words each text K eywords collection
Y Domain words
K . y
Abstract Employ Luhn's Score..eywords Eliminate domain Revised Employ Heuristic
method words Domain words method

Figure 7: Process of Web Summarization

4.5 Web text clustering on XSSC

In section 4.3, we selected 208 web pages as our
Web content indexing and Web text sumarization
samples. Here, 192 of these 208 web pages were
selected for Web text clustering because there are some
web pages whose content is too short and inludes too
few keywords to undertake clustering. Web text
cluatering is carried out asfollows:

Sep 1. To combine the key words of each Web

text so as to generate a keywors set for all these 192
texts.

A keywords set is employed here is that we only
care the occurrence of keywords instead of the
frequency of each keyword in 192 Web texts. By the
proccessing of this step, an overall keywords set for
the 192 texts with 8392 terms is established as

G N T

Sep 2. To represent the 192 texts with the
combined overall keywods set using Boolean model.

By the proccessing of this step, the ith text of

192 texts is represented as DoC(i) with a Boolean

vector.
That is,
Doc(i) = (K 1.K; 51K g302)s lEL K,
_ {1, if term j is existing in ith text
0, if term j is not existing in ith text
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Sep3. To calculate the similarities using cosine

included angle among 192 texts.

That is, if let §; is the similarity between

Doc(i) and Doc()) : then

~_ Doc(i) Do j)
" |Doc(i)| x|Doc(j)|

Sep4. To represent each text with the similarities
between this text and all the 192 texts.

Thatis, DOC(i) = (S 1,5 51+ S 100) -

Sep5. To employ the hierarchical clustering
method to cluster the 192 similarity vectors.

By this method of clustering, 192 texts were
clustered into 35 clusters. From the view of author, 29
of 35 clusters whose constituent texts have a common
significant theme are clear to understand and 164 of
192 texts were clustered into these 29 clusters. Table 1
shows the statistics for the Web text clustering on
XSSC.

4.6 User interfaceto interpret the Web text
mining results
Here, a user interface like search engine is
tailored to interpret the results of Web text mining as
well as for the user to retrieval Web information on
XSSC.By the full text searching in the downloaded
local Web pages, a feedback is brought forth by the



user interface with the hit results whose Web contents

contain the words which user want to find out from the
XSSC Website.
Table 1: Statistics for the Web text clustering on XSSC

Total Effective Total Total Average
number clusters number | number of of
of of samples precision
clusters samples in for al
effective clusters
clusters
35 29 192 164 0.8538

It can be seen from figure 8 that each hit result is
made up of six parts. the origina URL of the hit Web
page, the highest Luhn’s score sentence in Web text,
the hyperlink of the automatic abstract generated by
Web text summarization in section 4.4, the hyperlink
of participant generated by extraction in section 4.3
and the related results generated by Web text
clustering in section 4.5.

5. Conclusion

A Chinese Web text mining process proposed in
this paper includes Web crawler, Web indexer, Web
summarization and Web clustering. Each module of
this process involves different techniques we have
discussed. The Web crawler is used to collect Web
pages from Internet; the Web indexer is used to extract
the features from Web pages; the Web summarization
is applied to generate the abstract of Web pages
automatically; the Web clustering is utilized to find the
related Web pages of a Web page. After the
introduction of Chinese Web text mining process, an
application example on XSSC is proposed to exhibit
the power of this process. We have discussed the
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function of each module in the practica Web text
mining by the implementation of the Web text mining
on XSSC. Also, a user interface is presented to
interpret the result of the Web text mining results.
Other contributions in this paper are the improvement
of Luhn's key words selection method and the
clustering method for the Boolean vectors.

It is should be pointed out that our Web text
mining is an application part of our GAE(Group
Our
motivation is that knowledge creation would be

Argumentation  Environment)[11]. research
enhanced with the large and supervised information
support. In fact, our research is accepted by XSSC
administration authority[12].

However, our research is in the initial step and
needs much more improvements. In the technical
aspects, the need to improve spider algorithm to make
it more efficiently, to improve our indexing to make it
more flexible and to revise the extraction algorithm
and to introduce semantic Web to avoid the deficiency
of Luhn's pure statistical score method are all our
further directions. In application, we only apply our
Web text mining on XSSC and need to extend it's
application to other fields such as BBS, news web site
and so on.
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