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Abstract. Using the posts of Tianya Forum as the data source and adopting the 
societal risk indicators from socio psychology, we conduct document-level mul-
tiple societal risk classification of BBS posts. Two kinds of models are applied 
to generate the representations of posts respectively: Bag-of-Words focuses on 
extracting the occurrence information of words in posts, and a deep learning 
model as Post Vector is designed to capture the semantics and word order of 
posts. Based on the different post representations, two types of support vector 
machine (SVM) classifiers are developed and compared in the societal risk 
classification of the posts. Furthermore, as the complementary information con-
tained in the two different post representations, several SVM ensemble methods 
at the decision score level of the two SVM classifiers are proposed to improve 
the performance of societal risk classification. The experimental results reveal 
that the SVM ensemble method achieves better results in document-level so-
cietal risk classification than SVM based on single representation. 
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1 Introduction 

To monitor the daily risk classes and level of Tianya Zatan Broad of Tianya Forum 
timely, societal risk classification of BBS posts is the main task. Since the framework 
of societal risks includes 7 main categories and 1 risk free category, societal risk clas-
sification of BBS posts is document-level multiple classification [1, 2]. The docu-
ment-level multiple societal risk classification is a quite difficult task, since i) the 
document-level classification brings more challenges, such as the big variance of the 
text length, the complicated syntax, the involvement of multiple topics in one docu-
ment; ii) the multiple risk classes also increase the complexity of text classification. 

For text classification, the primary step is to represent text as vectors. The traditional 
method is Bag-of-Words (BOW), disregarding semantic and word order but keeping 
multiplicity. To overcome the issues of BOW representation, the distributed representa-
tion using deep learning method was proposed [3]. In this method, the semantic and 
word order features are encoded in the distributed vectors through sliding-window train-
ing mode. Recently, many prominent deep learning algorithms have been proposed for 
word vector construction, such as: SENNA [4], Word2Vec [5] and GloVe [6]. Le et al. 
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[7] proposed a more flexible deep learning method to realize the distributed representa-
tion of paragraph or document [5]. Combined with an additional paragraph vector, the 
method includes two models: PV-DM and PV-DBOW for paragraph representation, 
where the paragraph vector contributes to predict the next word in many contexts sam-
pled from the paragraph [7]. To realize the distributed representation of Chinese online 
documents, a deep learning method as Post Vector (PV) model was proposed, the model 
showed its effectiveness for Chinese document representation [8]. 

The representative classifiers for text classification are K-Nearest Neighbor, naïve 
Bayes and support vector machine (SVM), etc. Due to the good performance of SVM 
for societal risk classification of Baidu hot word [9], SVM method is chosen. However, 
based on BOW representation, SVM method hardly achieved the expected performance 
in societal risk classification, even though the training set was increased and the feature 
word selection method was optimized. Therefore, with the deep learning method as PV 
model, we focus on realizing the distributed representation of BBS posts, and develop-
ing SVM classifier based on the distributed representations. Furthermore, as the com-
plementary information contained in BOW representation and the distributed represen-
tation, we construct an ensemble model at decision score level of SVM classifiers, for 
performance improvement in societal risk classification of BBS posts. 

2 Post Vector Model 

The deep learning method as PV is mainly designed for the distributed representation 
of Chinese documents [8]. In PV framework (Figure 1), the Chinese documents of 
posts are segmented into words using segmentation tools. The post ID which is 
treated as another word is concatenated with the segmented words of the post, and 
combined with other words sampled from the post to predict the next word of the 
post. To enhance the performance of PV model, the words after the predictive word 
are also taken into consideration. Each post is represented by a unique vector, which 
is a column in post matrix D and every word of post is also represented by a unique 
vector, which is a column in word matrix W, where D and W are real matrix, the ini-
tial values are [-0.5/l, 0.5/l] , where l is the word vector size . For the random initiali-
zation of word matrix and post matrix, large corpus is preferred for training. After the 
training, the word matrix and post matrix can be obtained simultaneously. 

Formally, PV model can be viewed as a three-layer network: input, hidden and 
output. Before the model training, set the word vector size as l and window size as k. 
For a given post, it can be viewed as a post ID and a sequence of words: wID, w1, w2, 
w3,…wT, T is the number of words in context. To predict the word wt , t=1,2, …,T, k 
words before or after wt are taken into input.  The objective of the Post Vector model 
is to maximize the average log probability 

                        (1) 

In the training process, input features are of fixed-length and sampled from a slid-
ing window over the document of the post. The document vector (the vector of wID) is 
updated across all contexts generated from the same post. Hence, the document vector 
acts as a memory that remembers what is missing from the current context or the topic 
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of the post. The word vector matrix W is used by all posts. i.e., vector(拆迁, demoli-
tion) is the same for all posts. The training process of PV model can be regarded as 
the process of dimension reduction of document vector. 

 
Fig. 1. A framework for learning word vectors and post vectors. 

3 Data Sets, Experimental Procedure 

3.1 Data Sets 

To compare the effectiveness of different methods in societal risk classification, the 
labeled posts of Dec. 2011-Mar. 2012 are used. The amount of posts of these four 
months and the amount of posts in different societal risk categories of each month are 
presented in Table 1. 

Table 1. The risk distribution of posts on Tianya Zatan board of different months 

                   Period  
Risk Category  

Dec.2011 Jan.2012 Feb.2012 Mar.2012 

Total 12125 12032 20330 37946 
Risk free 1278 2047 2645 14569 
Government Management 3373 1809 3099 6879 
Public Morality 3337 3730 8715 6065 
Social Stability 954 1013 1746 2108 
Daily Life 2641 3063 3142 6920 
Resources & Environments 223 147 309 329 
Economy & Finance 248 133 460 609 
Nation’s Security 71 90 214 467 
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3.2 Experimental Procedures 

The process of SVM based on BOW representations for societal risk classification 
toward BBS posts includes: word segmentation, feature selection, feature weight and 
SVM training and test. The word segmentation tool is Ansj, the stop words are from 
HIT (Information Retrieval Laboratory, Harbin Institute of Technology), the -test 
is adopted for feature selection and tf-idf is used for feature weight.  

A category membership score is applied to calculate the decision value of the clas-
sifier for each category. The category membership score is computed by Eq.2. 

                             (2) 

where k is the number of voters supporting a certain category; n is the number of cat-
egories; Si is the decision score of each supporting voter.  

The process of SVM based on the distributed representations includes: word seg-
mentation, Post Vector model training and SVM training and test. The word segmen-
tation tool is same as before, and all the words are kept and fed into PV model to gen-
erate the post document vectors (the vectors of post ID). SVM training adopts the 
same strategy as SVM based on BOW representations, and the category membership 
score is also applied in this method. 

The ensemble method is implemented at the decision score level. For a new post pi, 
due to the One-Against-One training strategy, SVM classifier based on BOW repre-
sentations or the distributed representations outputs 28 decision scores respectively. 
Based on the decision scores, the category membership scores of each SVM classifier 
are calculated. Using weighted or softmax regression method, the decision scores and 
category membership scores are combined to improve the performance of societal risk 
classification. 

4 Experiment Results and Discussions 

4.1 SVM Based on BOW Representations 

For -test, the ratio is set as 0.4. The kernel function for SVM is chosen as RBF. 
After parameter optimization, the parameters of SVM are C=1.4 and g=0.5. 5-fold 
cross-validations are implemented on the data set. The classification results are pre-
sented in Table 2. The performance measures of classification results for each fold are 
computed as Ref. [10]. 8 classes of societal risks are taken into consideration. 

Table 2. The Macro_F and Micro_F of SVM based on BOW representations 

ith fold 1 2 3 4 5 Mean 

Macro_F 53.89% 54.85% 53.66% 53.45% 54.84% 54.14% 

Micro_F 60.52% 60.91% 60.30% 60.60% 61.15% 60.69% 
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4.2 SVM Based on the Distributed Representations 

For Post Vector model training, the training set is the posts during November of 2011 
to March of 2013, 16-month new posts every day, more than 470 thousands posts. 
Through the unsupervised training of Post Vector model, the distributed representa-
tions of the posts in the data set are yielded. Based on the distributed representations, 
SVM method is applied for societal risk classification of posts. 

The kernel function for SVM is chosen as RBF. Through parameter optimization, 
the parameters of PV are window size=3 and vector size=250, the parameters of SVM 
are C=2 and g=0.5. 5-fold cross-validations are implemented on the data set. The 
classification results are presented in Table 3. 

Table 3. The Macro_F and Micro_F of SVM based on the distributed representations 

ith fold 1 2 3 4 5 Mean 
Macro_F 50.20%  51.01% 50.28% 50.73% 52.36% 50.91% 
Micro_F 58.20%  58.99% 58.14% 58.51% 58.98% 58.56% 

4.3 The SVM Classifiers Ensemble 

To further improve the performance of risk classification, the SVM classifiers ensem-
ble methods are proposed. According to the description of Section 3.2, at the decision 
scores level, the two SVM classifiers are combined. Three kinds of methods are de-
veloped and tested:  

I) Softmax regression. The 8 category membership scores of the two SVMs are 
concatenated as the input of softmax regression. 2000 labeled posts from the training 
set are used to identify the parameters of softmax regression. After the training, the 
softmax regression model is used to predict the risk category of the testing samples. 

II) Max_Voter. Based on the 56 decision scores, the supporting votes of each risk 
category can be counted. The risk category with the maximum votes will be the risk 
label of the testing post. If more than one risk category gets the maximum supporting 
votes, the risk category with a bigger sum of the category membership scores of the 
two SVM classifiers will be applied to label the testing post. 

III) Max_Score. If two SVM classifiers classify the testing post into the same risk 
category, the risk category of the testing post is confirmed. Otherwise, the label of 
testing post is as same as the risk category with the highest category membership 
score of the two SVM classifiers. 

All the results of the three ensemble methods are present in Table 4. 

Table 4. The Macro_F and Micro_F of the SVM classifiers ensemble methods 

Methods ith fold 1 2 3 4 5 Mean 
Softmax 

Regression 
Macro_F 50.77% 53.51% 51.25% 52.00% 52.86%  52.08% 
Micro_F 59.43% 60.25% 59.43% 59.13% 60.28%  59.70% 

Max_Voter 
Macro_F 52.42% 53.47% 51.98% 53.05% 54.56%  53.09% 
Micro_F 61.05% 61.23% 60.57% 61.24% 61.39%  61.10% 

Max_Score 
Macro_F 53.53% 54.47% 52.64% 53.31% 54.37% 53.66% 

Micro_F 61.05% 61.60% 60.92% 61.28% 61.41% 61.25% 
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From the results of Table 4, although the logistic regression is the most popular 
stacking method, softmax regression method gets better performance than SVM based 
on the distributed representations, but worse than SVM based on BOW representa-
tions. Max_Voter method improves Micro_F, but with the larger decrease in  
Macro_F, then the whole performance is still worse than SVM based on BOW repre-
sentations. Although the decrease of Macro_F is still found, the improvement of Mi-
cro_F is more obvious, the entire performance of the Max_Score method is better 
than SVM based on single representation: BOW or the distributed representation. 
Therefore, the ensemble method Max_Score achieves state-of-the-art performance in 
societal risk classification. 

5 Conclusions 

The contributions of the paper can be summarized as follows. 
An effective deep learning method Post Vector for the distributed representation of 
Chinese BBS posts is applied in this study;  

1) SVM based on the distributed representation method are tested in societal risk 
classification, through cross validation, SVM based on the distributed represen-
tation method do not show its improvement in societal risk classification; 

2) Three ensemble methods of the two SVM classifiers are tested, and Max_Score 
method gets the state of the art performance in societal risk classification. 
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