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Abstract. China has to face lots of societal conflicts during periods of
social and economic transformation. It is crucial to exactly detect soci-
etal risk for the mission to a harmonious society. On-line community con-
cerns have been mapped into respective societal risks and support vector
machine model has been used for risk multi-classification on Baidu hot
news search words (HNSW). Different from traditional text classifica-
tion, societal risk classification is a more complicated issue which relates
to socio-psychology. Conditional random fields (CRFs) model is applied
to access to societal risk perception more accurately. We regard the risks
of all the terms throughout a hot search word as a sequential flow of
risks. The experimental results show that CRFs model has superior per-
formance with capturing the contextual constraints on HNSW. Besides,
state features can be extracted based on CRFs model to study distribu-
tions of terms in each risk category. The distribution rules of geographical
terms are found and summarized.

Keywords: Societal risk classification - HNSW - Paragraph Vector -
Conditional random fields - Feature mining

1 Introduction

In the Web 2.0 era, Internet users are both content viewers and content produc-
ers. Search engines have been the most common tool to access to information.
The contents of high searching volume of search engine reflect the netizens’ atten-
tion. Baidu is now the biggest Chinese search engine. Baidu hot news search words
(HNSW) are based on real-time search behaviors of hundreds of millions of Inter-
net users and released at Baidu News Portal, reflecting the Chinese current con-
cerns and ongoing societal topics. In such way, we utilize HNSW as a perspec-
tive to analyzing societal risk which refers to the risk problems raising the con-
cern of the whole society. Traditional research on societal risk was studied from
the angle of cognitive psychology based on the psychometric paradigm and ques-
tionnaires [1], which is generally expensive and time-consuming to be conducted.
Zheng et al. constructed a framework of societal risk indicators including 7 cat-
egories which are national security, economy/finance, public morals, daily life,
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social stability, government management, and resources/environment [2]. Tang
tried to map HNSW into either risk-free event or one event with risk label from
the 7 risk categories and aggregate all risky events over the whole concerns as the
on-line societal risk perception [3]. By labeling those HNSW with relevant societal
risk categories, we may get a general perception of online societal risks. An auto-
mated way to carry out societal risk classification by machine learning is necessary.
Moreover, the results directly affect the accuracy of evaluating the level of societal
risk. It is of great significance to monitor societal risk timely and efficiently.

This paper focuses on two points of the societal risk classification problem.
Firstly, societal risk classification is a more complicated issue which relates to
socio-psychology compared with traditional text classification. Different individ-
uals may have different subjective perception of risks. Meanwhile, more challenges
are confronted including the emerging words with risks, the transfer of the word’s
risk and widely usage of argots and proverbs [3]. Besides, the data set of societal
risks is seriously unbalanced. More than 50% of the hot words are labeled as “risk-
free”. Therefore, improve the performance of automatic risk identification by tra-
ditional machine learning methods is with a big challenge. Secondly, HNSW are
short texts with no punctuations and spaces, which makes it more difficult to deal
with. Relevant news texts are crawled and extracted simultaneously to provide
corpus for machine learning. Experiments were conducted which carried out soci-
etal risk multiple classifications on news contents, while the accuracy was barely
needed to be improved [4]. As a result of these two points, conditional random
fields (CRF's) model is firstly applied to societal risk classification directly dealing
with short texts without news texts compared with previous studies. We regard
the risk classification as a sequence labeling problem and use CRFs model to cap-
ture the relations among terms in hot words. In this paper, support vector machine
(SVM) based on Paragraph Vector is also introduced in order to get better results
of risk classification. SVM based on bag-of-words (BOW) used in previous study
is chosen as baseline [4].

This paper is organized as follows: Sect. 2 introduces different models for soci-
etal risk multi-classification of Baidu hot news search words. Section 3 presents the
risk multi-classification experiments and carries out the results analysis. Section 4
illustrates feature terms analysis in each risk category according to state features
of CRFs model. Conclusions and future work are given in Sect. 5.

2 Societal Risk Classification Methods

Baidu hot news search words are provided in forms of 10 to 20 hot query news
words updated every 5min automatically which refer to bring the most search
traffic. Each of HNSW corresponds to 1-20 news whose URLs are at the first
page of hot words search results, as shown in Fig. 1. “HotWord Vision 2.0” was
developed to hourly download HNSW and their corresponding news texts since
November of 2011. HNSW serve as an instantaneous corpus to maintain a view of
netizens’ empathic feedback for social hotspots, etc. Therefore, we utilize HNSW
as a perspective to analyze societal risk. The task for societal risk classification
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is conducted from two perspectives. On one hand, we map these Baidu hot news
into eight categories. One hot search word belonging to one risk category is deter-
mined by the votes of risk categories for hot news. On the other hand, we directly
map one hot search word into one risk category. Two different approaches to the
societal risk classification will be discussed in the following subsections.

Baidu News Portal

0
DAY
Bai & i) Bl = mex

mawR

fann teedn

- RISRRANIHELT JEFEFNRS
+ FEFRAROICNETIALEY ENQN

Baidu
hot new:

Fig. 1. HNSW released at Baidu News Portal and the corresponding news texts

2.1 Societal Risk Classification Based on Baidu Hot News

We try to investigate multi-classification problem of societal risk through map-
ping Baidu hot news texts into eight categories. Generally the most common fixed-
length vector representation for texts is the BOW. Hu and Tang carried out multi-
ple classifications on hot news utilizing SVM algorithm based on BOW [4]. What
kinds of risk categories the HNSW belong to are determined by the largest number
of risk categories of Baidu hot news. However, with the volume of news accumu-
lated, BOW method is prone to dimension disaster. Besides, BOW method does
not take semantic of the sentence and word order into consideration. Neutral net-
works approaches have overcome these problems by implementing unsupervised
word embedding for feature representations [5]. Paragraph Vector model was pro-
posed as an unsupervised framework that learned continuous distributed vector
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representations for pieces of texts [6]. The texts can be of variable-length, rang-
ing from sentences to documents. Chen and Tang had applied Paragraph Vector
model to societal risk classification on the corpus of posts crawled from Tianya
Forum and the performance was better than basic machine learning methods [7,8].
Paragraph Vector model has demonstrated obvious superiority in the issue of text
classification with its merits in capturing the semantics of paragraphs. Therefore,
we adopt the learning algorithm Paragraph Vector for societal multi-classification
on news contents.

As to the Paragraph Vector, the vector of a paragraph is concatenated with
several word vectors from the paragraph and the following word is predicted in the
given context [6]. The process of implementing societal risk classification based on
Baidu hot news by Paragraph Vector is illustrated in Fig. 2. Take the hot search
word “Zf# % HiliE d17k” (Many counties had suffered pests in Anhui) for exam-
ple. First, the Baidu hot news ID and the corresponding news text are fed to Para-
graph Vector model. After the vector representations have been learned by Para-
graph Vector model, n-dimensional vectors of Baidu hot news are acquired. Next,
the risk categories are concatenated with the vectors of Baidu hot news which are
extended to n + 1 dimensions. Finally, train SVM classifiers based on (n + 1)-
dimensional vectors for prediction. The categories the hot search words belonging
to are dependent on the votes of risk categories of Baidu hot news.

| Baidu hot news:
2015100402300 ZH £ ETEER

Baidu hot news id: Baidu hot news ID

T | i
I i . i
! g 2015100402300, . corresponding  to Baiduhotnews | & 'w o5 moampezinama
| 2015100402301, | HNSW | 2015100402301 £ EMIEEH
i 2015100402302, | | KRR BFAREETIOT
I 2015100402303, ! M.
i 2015100402304, | | 2015100402302 Z M E BB R
- : R ERTFRTE—H....
| i Paragraph Vector | 2015100402303 [ EHEM S EiEE
____________ Model L KRE BEESETEEH. ...
e : | 2015100402304 I EEHE B E
i n-dimension vector: i l | KRE BEESETE..
! 2015100402300 (-0.015638, -0.157942, ... ,0.002869) L
| 2015100402301 —» (0.112095, -0.210223, ..., 0.149829) | [ Viector representations
| 2015100402302 —» (0.149357, -0.189701, .., 0.10965) | of hot news p—
! 2015100402303 —» (0.108631, -0.131523,..., 0.073104) ! Risk category:

i 2015100402304 — (0.028295, -0.224619, ..., ! resources/environment —»
! resources/environment

1

.080208) | 7
i 7

! resources/environment —» 7

7

7

resources/environment —»
| resources/environment —»

| The input for SVM: (n+1)-dimension vector

: Risk category vectors of Baidu hot news

]
|
]
i (7,-0.015638, -0.157942, ... ,0.002869) =+ SVM classifiers | 7 TTTTTTTommmmmmmmees
: (7.0.112095, -0.210223, ... , 0.149829) :
i (7,0.149357, -0.189701 0.10965) i Results:
: (7.0.108631, -0.131523,..., 0.073104) : 2015100402300 7
2 0.2, 2 H
! (7. 0.028295, -0.224619, ..., 0.080208) : Classification  results 2015100402301 7

—=- 2015100402302 7
2015100402303 7
2015100402304 7

of Baidu hot news

| The risk category of the hot search word: |
1

= o Recognize the risk
1 20151004023 E@di 7 I gni
e 7 ! categories of HNSW

Fig. 2. Process for risk classification of HNSW by Paragraph Vector
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2.2 Societal Risk Classification Based on Hot Words

Most of researchers focus on how to extract useful textual features for text clas-
sification using traditional machine learning algorithm as well as deep learning.
Since HNSW consist of fewer words, traditional classification methods face the
challenges of feature sparseness. Thus, CRFs model is adopted to deal with this
problem.

CRFs model is an undirected graphical model used to calculate the condi-
tional probability of a set of labels given a set of input variables [9], which has bet-
ter performance in most natural language processing (NLP) applications, such as
sequence labeling, part-of-speech tagging, syntactic parsing, and so on. Both max-
imum entropy and hidden Markov model, which are regarded as the theoretical
foundations of CRFs model, have been successfully applied to text classification
and achieved good performance [10,11]. CRFs model was previously used for short
text classification and sentiment classification. The results proved that CRF's out-
performed the traditional methods like SVM and MaxEnt [12-15]. In this paper,
we utilize CRFs model for societal risk classification. For capturing the contex-
tual influence, we treat original societal risk classification as a sequence labeling
problem.

Linear chain conditional random field (LCCRF) is the most simply and com-
monly used form of CRFs model. We choose LCCRF to carry out societal risk
classification. HNSW and their corresponding risk categories are respectively
represented as the observed sequences and state sequences. In view of the risk
classification process, X =(x1,22, -+,x,) is a set of input random variables.
Y =(y1, 92, -+, yn) is a set of random labels. We have a collection of hot search
words sequences D where each hot search word sequence d € D is a sequence of
tuples [(x1, y1), (z2, y2), -+, (7, yr)]. Each tuple(zr, yr) is respectively pre-
sented as segmented word x7 and risk label y7. The sequence length T varies for
each sequence. For example, the hot search word “Jldti% H 54 R” (There are
heavy rainfalls in Hebei for days.) can be expressed as the observation sequence
and state sequence. The observation sequence is X = (b, 1% H 5%, /).
The state sequence is Y = (resources/environment, resources/environment,
resources/environment, resources/environment). Hot search words and their cor-
responding risk categories can be turned into the risk tagging sequence. In a given
observation sequence X, the probability distribution of generating the output
sequence can be described as follows:

exp(w - F(Y, X))

P,(Y|X) = S cap(w - F(Y, X))’ (1)

Here, F(Y,X) = (fi(Y,X), fo(Y,;X), -+, fx(Y,X))T is the feature vector,
where f;(Y, X) is a binary indicator feature function with f;(Y,X) = 1 when
both the feature and label are presented in a hot word and 0 otherwise; w is a
learned weight for each feature function as well as the main parameter to be opti-
mized. Figure 3 shows the framework for CRFs applied on risk multi-classification.
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Fig. 3. Label sequences in CRFs model training

It is necessary to define the template for feature exaction to train LCCRFs
model. We use the example above to illustrate the process of feature generation.

Assume the current token is “g%”, the feature templates and corresponding fea-
tures are defined as Table 1.

Table 1. Feature template and corresponding features

Template Implication Feature
U00: %x[-2,0] the second term before current token Ak
U01: %x[-1,0] the previous term #H
U02: %x[0,0] current token G
U03: %x[1,0] the previous term %
U04: %x[2,0] the previous term /

We define two variables, namely L and N. L represents the number of cate-
gories including 7 risk categories and risk-free category, N represents the number
of features generated by the template. There are L x N feature functions, that is
to say, there are 80 feature functions in the above example. The training of CRF's
is based on maximum likelihood principle. The log likelihood function is

L(w) =Y [P(Y.X)w- F(Y,X) - P(Y,X)log Y _ exp(w- F(Y,X))]. (2)

Limited-memory BFGS (L-BFGS) algorithm is used to estimate this nonlinear

optimization parameters.

3 Societal Risk Classification of HNSW

3.1 Data Description and Data Processing

In this paper, we perform risk multi-classification respectively on Baidu HNSW
collected from November 1, 2011 to December 31, 2016 and corresponding news
corpus collected from April 1, 2013 to December 31, 2016 based on “HotWord
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Table 2. Descriptive statistics of hot words and hot news

Risk category Train dataset Test dataset
#hot words | #hot news | #hot words | #:hot news

National security 2258 18472 178 1568
Economy /finance 1222 8403 119 1205
Public morals 3368 25004 399 3440
Daily life 4920 32037 656 5870
Social stability 5342 58890 364 3087
Government management | 5552 52748 339 3428
Resources/environment 1716 14653 358 3156
Risk-free 24587 274669 4855 42978

Vision 2.0”. Table 2 shows the quantity distribution of each risk category respec-
tively on hot search words and hot news.

We choose Ansj' as the segmentation tool to deal with hot words and corre-
sponding news texts. We then remove stopwords and only reserve verbs, nouns,
adjectives and adverbs. In the experiment, CRFs model, SVM based on Paragraph
Vector and SVM based on BOW are compared as follows:

(1) SVM-BOW: We use SVM model based on vector representation BOW
for text. The feature extraction method Chi-square is chosen, and the top 20%
features are selected. We use LinearSVC in sklearn package for SVM model, whose
parameters are set as default values. We then choose the news texts from April 1,
2013 to December 31, 2015 as the training set while all the news in 2016 as the
testing set. The votes of risk categories of hot news identify which categories the
hot search words belong to.

(2) SVM-PV: We perform news texts from April 1, 2013 to December 31,
2016 to learn vector representations. We also choose LinearSVC in sklearn package
for SVM, whose parameters are set as default values. Once the vector representa-
tions have been learned, we feed them to the SVM to predict the risk label. The
process is as shown in Fig. 2. The parameters are set as follows: the learned vector
representations are set 100 dimensions, the optimal window size is 8, CBOW is
chosen for vector representations. The votes of risk categories of hot news identify
which categories the hot search words belong to.

(3) CRFs: Each hot word is represented as a label sequence. The template
defined in Sect. 2.2 is chosen for feature extraction. We then choose the hot words
from November 1, 2011 to December 31, 2015 as training set, while all the hot
words in 2016 as testing set. L-BFGS algorithm is introduced to optimize the
objective function. We use sklearn_crfsuite’ package for CRFs model. We set the
iteration number to 100 in the training process of the method based on CRF's.

! http://www.demo.ansj.com/.
2 https://pypi.python.org/pypi/sklearn-crfsuite/0.3.3/.
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3.2 Results

We utilize accuracy, macro-average and micro-average as the evaluation metrics
to evaluate the overall performance of each model. Precision, recall and F-measure
are used for performance measurement of each societal risk category. The accuracy
of CRFs model, SVM based on Paragraph Vector and SVM based on BOW are
0.78,0.68 and 0.74 respectively. CRF's have achieved the best performance. Table 3
shows the results of three models.

Table 3. Comparison results with different models

Risk category | Precision Recall F-measure

BOW | PV |CRFs|BOW | PV |CRFs| BOW | PV |CRFs
National 0.56 |0.00/0.66 |0.29 |0.00/0.43 |0.38 |0.00 0.52
security
Economy/ 0.58 |0.00/0.68 |0.16 |0.00/0.34 |0.25 |0.00 0.46
finance
Public morals |0.43 |0.00/0.54 |0.14 |0.00/0.23 |0.21 |0.00 0.32
Daily life 0.63 /0.89/0.70 |0.25 |0.01/0.51 |0.36 |0.03 0.59

Social stability | 0.47 [0.40/0.56 |0.49 |0.37/0.51 |0.48 |0.39/0.54
Government 0.49 10.52/0.58 |0.35 |0.20/0.56 |0.41 |0.290.57

management
Resources/ 0.82 [0.87/0.93 |0.54 |0.12/0.56 |0.65 |0.22/0.70
environment
Risk-free 0.78 [0.70/0.81 |0.94 |0.98/0.93 |0.85 |0.82|0.87

Macro-average | 0.60 |0.42/0.68 |0.40 |0.21/0.51 |0.47 |0.28 0.58
Micro-average |0.74 |0.68/0.78 0.74 |0.68/0.78 |0.74 |0.68|0.78

As is shown, SVM-PV has got rather poor performance on both precision and
recall especially for the risk category “national security”, “economy/finance” and
“public morals”. The phenomena are found in Table 2 that the corpus generated
by the netizen’s online search behavior is severely unbalanced, the “risk-free” cat-
egory takes the absolute majority in the corpus. Besides, there is little difference
between the semantic information of two corpora from different kinds of societal
risk categories, such as “public morals” and “risk-free”, which leads to a high prob-
ability classifying a hot search word to the majority category. For the risk category
“national security”, “economy/finance” and “public morals”, although the preci-
sion and recall of SVM-PV on hot news are not zero, the votes of risk categories of
hot news causes no sample to be correctly labeled on hot search words. As far as the
task of societal risk classification is concerned, it is essential to find out risky words
as many as possible. In other words, we pay more attention to recall for evalua-
tion. The recall of SVM based on Paragraph Vector on “risk-free” category is 0.98,
tending to find hot words whose categories are risk-free. In contrast, the recall of
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CRFs model on risk category “national security”, “economy/finance” and “pub-
lic morals” are respectively 0.43, 0.34 and 0.23. Meanwhile, the three values are
in turn increased by 0.48, 1.10 and 0.64 compared with the SVM-BOW. In other
words, CRFs model tends to capture risky hot words. As can be seen from the
overall scores of the whole data for three methods, CRFs method achieves better
performances in each risk category than the other two methods apparently. Over-
all, CRFs model shows the discriminatory power of predictive models in societal
risk multi-classification. Moreover, it has obvious superiority in data processing
which is relatively easy and captures comprehensive text semantics.

4 Analysis of Feature Terms on Societal Risk

CRFs model has demonstrated its superiority for risk multi-classification. Besides,
we obtain state features after CRFs model completing parameters learning on
the training set. The state features can be expressed as the distribution of terms’
weight values in each risk category. The magnitudes of the weight values represent
their contribution to predicting which risk categories the hot words belonging to.
As a result, we could select terms with greater weight values in each risk category
as the factors or characteristics on behalf of each risk.

4.1 Analysis of Feature Weight

We now perform feature terms analysis in each risk category according to state fea-
tures and their corresponding weight values. The corpus is chosen from November
1, 2011 to December 31, 2016 including 56,233 hot news search words for training.
When the training process is completed, the state features and weight values will
be expressed as the distribution of terms’ weight values in each risk category. The
occurrence frequency of term “Z 55" (haze) under “daily life”, “government man-
agement”, “resources/environment” and “risk-free” are respectively 1, 2, 105, 7.
And the corresponding weight values are -0.35, 0.71, 6.65, -0.05. The significance
of these weight values can be explained from an aspect of CRFs formula. Since
>y exp(w - F(Y, X)) is the normalization factor, values of P, (Y|X) depend on
values of exp(w- F(Y, X)). Take “haze” for example, we assume that the sequence
only has one word “haze” for simplicity.

P, (resources/environment|haze) > P,,(governmentmanagement|haze)

> Py, (risk — free|lhaze) > P, (dailylifelhaze).

As is seen, weight values represent the contribution to the prediction of risk
category. The higher the weight values of terms in one risk category, the greater
the contributions of terms to conditional probability. For instance, the weight val-
ues of “f/t” (house prices) in “finance/economy” and “daily life” are respec-
tively —0.82 and 4.88. The larger weight value of “f54” (house prices) contributes
greater to conditional probability on “daily life”. Then we try to investigate the
distribution pattern of place names in feature terms in each risk category.
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4.2 Distribution of Feature Terms

We first use Ansj to do the Chinese hot news search words segmentation and
part-of-speech tagging. Terms that are tagged “ns” (geographical name) and
“nt” (institutional name) are selected. Then we build the dictionary of Chinese
regional areas which has a total of 34 provinces, including provinces, municipal-
ities and autonomous regions. At last, the geographical terms with their weight
values in each category are picked out according to the dictionary. The distrib-
ution pattern of geographical terms in each category is as shown in Fig.4. The
horizontal axis is the geographical terms, while the vertical axis is the eight risk
categories. Each small colored cell in the figure represents weight values of the geo-
graphical terms in each category. The deeper the color is, the higher the weight
value is. Here we list and analyze geographical terms results for illustration. By the
visualized results, we summary the distribution patterns of geographical terms in
each category as follows:

AHMO BJ CQ FJ GS GD GX GZ HN HE HA HL HB HN JL JS JX LNIMMNX QH SD SX SN SH SC TW TJ XZ XJ HK YN ZJ

Y 4

Fig. 4. Distribution pattern of regional terms in each category

(1) As to the risk of national security, the highest weight value of feature terms
is Xinjiang, with Taiwan, Hong Kong, Fujian and Tibet decreasing in turn.
This is because there have been hundreds of terrorist attacks happened in
Xinjiang in recent years, including hijacking plane and attacking the police
station so on. Terrorist attacks pose a great threat to social stability of Xin-
jiang and national security. In addition, there are patriotic movements like
protecting the Diaoyu Islands and the South China Sea happened in Taiwan.
Major political events such as sanctions against the Philippines and impeach-
ing Chun-ying Leung have occurred in Hong Kong;

(2) As to the risk of finance/economy, weight values of Shanxi, Sichuan, Hong
Kong and Shanghai decrease accordingly. Since anti-corruption movement in
Shanxi, the economy of Lvliang city had crashed. Sichuan Province launched
four trillion investment plans. Hong Kong and Shanghai are often mentioned
in the risk of finance/economy owing to the Shanghai Composite Index and
the Hong Kong Hang Seng Index, both of which may reflect the situation of
stock market volatility to some extent;



On-line Societal Risk Classification and Feature Mining 75

(3) As to the risk of public morals, the issues such as integrity and social mode
in Guangxi, Fujian, Chongqing and Henan are more salient and could not be
neglected;

(4) Asto therisk of daily life, Beijing and Shanghai mainly focus on housing issues
such as property restriction and the rising price;

(5) As to the risk of social stability, weight values of Heilongjiang, Tianjin and
Liaoning are higher relative to other areas in China. That is because the events
such as coal mine explosion, the explosion of Tianjin harbor and the school bus
rollover accident occurred respectively in Heilongjiang, Tianjin and Liaoning;

(6) As to the risk of government management, a number of top officials from
provinces including Hunan, Hebei, Jiangxi, Guangdong and Shanxi were
investigated by the commission for discipline inspection of the central com-
mittee due to the tough anti-corruption policy;

(7) As to the risk of resources/environment, there are earthquakes frequently
occurred in Jilin, Yunnan and Tibet. And the snowstorm occurred in Inner
Mongolia in November, 2012. As is known, haze pollution in Beijing is also
prominent.

5 Conclusions

Societal risk refers to the risk problems raising the concerns of the whole society.
The subjective perception of societal risk reflects the public attitudes to social
issues as well as government decision-making. It is of great significance for gov-
ernment management and decision-making to monitor either the potential or the
ongoing societal risk events. In this paper, CRFs and SVM-PV model are applied
to obtain the subjective societal risk perception automatically and timely.

We conduct the research on societal risk perception based on HNSW. Accord-
ing to the current research, CRFs model is more effective in response to “subjec-
tive perception of societal risks” and “short texts”. The main contributions are
summarized as follows.

(1) CRFs model is first applied to societal risk classification directly dealing with
short text, which tackles the challenge of feature sparseness and improves the
performance.

(2) CRFs model is used to capture the contextual constraints on HNSW with
obvious superiority in text processing.

(3) The geographical distribution rules of societal risks are found and summarized
by studying distributions of place terms in each risk category by state features.

Lots of works need to be done. In the future, the combination of feature repre-
sentation and CRF's will be developed to improve the performance. Besides, terms
with greater weight values in each risk category may also be picked out either as
the factors on behalf of risk events or as feature words to construct the risk lexicon.
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