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a b s t r a c t

One of the main themes in text mining is text representation, which is fundamental and indispensable for
text-based intellegent information processing. Generally, text representation inludes two tasks: indexing
and weighting. This paper has comparatively studied TF�IDF, LSI and multi-word for text representation.
We used a Chinese and an English document collection to respectively evaluate the three methods in
information retreival and text categorization. Experimental results have demonstrated that in text cate-
gorization, LSI has better performance than other methods in both document collections. Also, LSI has
produced the best performance in retrieving English documents. This outcome has shown that LSI has
both favorable semantic and statistical quality and is different with the claim that LSI can not produce
discriminative power for indexing.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Any text-based system requires some representation of docu-
ments, and the appropriate representation depends on the kind
of task to be performed (Lewis, 1992a). Moreover, the ability to
accurately perform a classification task depends on the representa-
tion of documents to be classified (Quinlan, 1983). Different from
data mining that handles the well-structured data, text mining
deals with a collection of semi-structured, even unstructured doc-
uments. This makes that one of the main themes supporting text
mining is transforming text into numerical vectors, i.e., text
representation.

In information retrieval, documents are generally identified by
sets of terms or keywords that are collectively used to represent
their contents. Vector space model (VSM) (Salton & Yang, 1973)
is one of the mostly used models for representation, because of
its conceptual simplicity and the appeal of the underlying meta-
phor of using spatial proximity for semantic proximity. Generally,
there are two kinds of works included in text representation:
indexing and term weighting (Lewis, 1992a). Indexing is the job
to assign indexing terms for documents. Term weighting is the
job to assign the weight for each term, which measures the impor-
tance of a term in a document. We should clarify here that, this pa-
per will regard indexing and term weighting as two components of
text representation scheme, and will not discuss the effectiveness
of indexing and term weighting individually.
ll rights reserved.
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Currently, there are many term weighting methods, which are
derived from the different assumptions for terms’ characteristics
in texts. For instance, IDF (inverse document frequency) assumes
that the importance of a term relative to a document is inversely
proportional to the frequency of occurrence of this term in all
the documents, while RIDF (residual inverse documents frequency)
holds the assumption that the importance of a term should be
measured by the difference between its actual frequency of occur-
rence in documents and the predicted frequency of occurrence by
Poisson distribution (random occurrence).

Essentially, in the task of text classification, which includes
information retrieval (IR) and text categorization (TC) (Lewis,
1992a), we are mainly concerned with two kinds of properties of
the indexing term: semantic quality and statistical quality (Jose,
2003). Semantic quality is related to a term’s meaning, i.e., to
how much extent the index term can describe text content. Statis-
tical quality is related to the discriminative (resolving) power of
the index term to identify the category of a document in which
the term occurs. Table 1 lists the index terms currently used for
text representation. We can see that more and more semantic
meaning of index terms are used for representation.

The purpose of this research is to study the effectiveness of dif-
ferent representation methods in text classification. Here, we
would like to reaffirm that text classification includes both infor-
mation retrieval and text categorization though many researchers
regard text categorization is the same as text classification. This
point can refer to (Lewis, 1992a). Although TF�IDF, LSI and multi-
word have been proposed for a long time, there is no comparative
study on these indexing methods, and no results are reported
concerning their classification performances. Despite that some
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indexing methods are accepted as having superior qualities, such
as LSI and multi-word with better semantic quality, there is no
clear evidence to show that to how much extent their preferred
quality will produce better performances in text classification.
Based on the above facts, text classification using TF�IDF, LSI and
multi-words is conducted in this paper. To make the outcomes
more convincing, we conducted many experiments on our corpora.

The rest of this paper is organized as follows. Section 2 presents
preliminaries of this paper, including the concept of information
retrieval, text categorization, entropy computation and support
vector machine. Section 3 describes the rationales of TF�IDF, LSI
and multi-word in text representation. Their advantages and dis-
advantages are discussed. In particular, Justeson and Katz’s method
(Justeson & Katz, 1995) for multi-word extraction is introduced in
this section. Section 4 is experiments and evaluation for the meth-
ods. The corpora, experiment design, evaluation method and
experimental results are specified in this section. Section 5 con-
cludes the whole paper and indicates our future work.

2. Preliminaries

This section introduces the basic techniques used in this paper,
including the concept of information retrieval, text categorization,
and information gain and support vector machine.

2.1. Information retrieval systems

Information retrieval systems (Ho & Funakoshi, 1998) can be
formulated as a quadruple d = (J, D, Q, a), where J = {t1, t2, ... , tM} is
a set of index terms; D = {d1, d2, ... , dN} is a set of documents for
each dj # J; Q = {Q1, Q2, ... , QP} is a set of queries for each Qk # J;
and a:Q � D ? R+ is a ranking function that evaluates the relevance
between a query and a document. Given a query q e Q, for any doc-
uments dj1, dj2 e D, if a(q, dj1) > a(q, dj2) then dj1 is considered more
relevant to q than dj2. In a general form, a document can be de-
noted as a set of index term-weight pairs dj = (tj1, wj1;
tj2, wj2; � � � ; tjn, wjn), where tjk e J and wjk e [0, 1] reflects the relative
importance of index term tjk in dj. A query q e Q can also be denoted
as a set of index term-weight pairs q = (q1, wq1; q2, wq2; � � � ; ql, wql),
where qk e J and wqk e [0, 1]. The information retrieval task is to
yield a set A = {dj1, dj2, � � �, djm} # D to the query q with a ranking
order of a(q, djk).

2.2. Text categorization

Text categorization is defined as assigning predefined catego-
ries to text documents, where documents can be news stories,
Table 1
Existing methods to assign the index term.

Index term Description References

N-grams Character pattern in
words

Edda and Jorg (2002), Caropreso
et al. (2001)

Individual
words

Used for lexical
matching

Salton and Yang (1973), Salton
(1989)

A set of
individual
words

To characterize co-
occurrence of
individual words

Ho and Funakoshi (1998), Ho
and Nguyen (2000)

Multi-words,
word
sequences,
phrases

To capture contextual
information of
individual words

Li, Chung, and Holt (2008),
Papka and Allan (1998), Zhang,
Yoshida, and Tang (2007), Zhang
et al. (2008), Zhou, Hu, and
Zhang (2007), Lewis (1992b)

Ontology To compile
background
knowledge into
representation

Zhou et al. (2007), Scott (xxxx),
Hotho, Staab, and Stumme
(2003)
technical reports, web pages, etc., and categories are most often
subjects or topics, but may also be based on style (genres), perti-
nence, etc. Whatever the specific method employed, a text classifi-
cation task starts with a training set D = (d1, . . . , dn) of documents
that are already labeled with a category L e C (e.g. sports, politics).
The objective is to train a classification model (classifier) as Eq. (1)
which is able to assign correct class label(s) to a new document d of
the domain.

f : D! C f ðdÞ ¼ L ð1Þ

To measure the performance of a classification model, a random
fraction of the labeled documents is set aside as a test set and not
used for training. We may classify the documents in the test set
with the trained classification model and compare the predicted la-
bels with true labels. Thus, performance measures as precision and
recall can be produced by this comparison.

2.3. Information gain

A major difficulty of text categorization is the high dimension-
ality of the feature space, and most of the terms are redundant to
the categorization task. So it is highly desirable to find some
methods which can reduce dimensions of the feature space with-
out sacrificing categorization performance. For this purpose, infor-
mation gain (IG) is proposed, which is defined as the expected
reduction in entropy caused by partitioning the texts according
to a term. The formula of IG is Eq. (2) and the formula of entropy
is Eq. (3).

GainðS;AÞ ¼ EntropyðSÞ �
X

v2ValueðAÞ

jSv j
jSj EntropyðSvÞ ð2Þ

EntropyðSÞ ¼
Xc

i¼1

�pi log pi ð3Þ

Here, S is the collection of the labels of all texts, Value(A) is the set of
all possible values for term A, Sv is the subset of S for which A has
value v, c is the number of categories of all texts, and pi is the pro-
portion of the texts which belong to category i.

In this paper, IG is employed to rank multi-words for the task of
text categorization. In order to observe the performances of multi-
word on categorization continuously, the feature set of multi-word
is constructed at different removal percentages.

2.4. Support vector machine

SVM is a relatively new learning approach introduced by Vapnik
in 1995 for solving two-class pattern recognition problem (Han &
Kamber, 2006; Vapnic, 1995). The method is originally defined
over a vector space where the problem is to find a decision surface
that ‘‘best” separates the data into two classes. For linearly separa-
ble space, the decision surface is a hyperplane which can be writ-
ten as

wxþ b ¼ 0 ð4Þ

where x is an arbitrary objects to be classified; the vector w and
constant b are learned from a training set of linearly separable ob-
jects. SVM was proposed that it is equivalent to solve a linearly con-
strained quadratic programming problem as Eq. (5) so that the
solution of SVM is globally optimal.

min
x

1
2
kxk2 þ C

X
i

ni ð5Þ

with constraints

yiðxiwþ bÞP 1� ni ni P 0; 8i ð6Þ
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For the linearly inseparable problem, kernel function (Aizerman,
Braverman, & Rozoner, 1964) is used to derive the similarities in
the original lower dimensional space.

Considering the multi-class classification in this paper, the One-
Against-the-Rest approach was adopted. Other methods for k-clas-
ses (k > 2) classification are also discussed in Weston and Watkins
(1998) such as error-correcting output codes, SVM decision tree, etc.

3. Text representation with TF�IDF, LSI and multi-word

This section describes the rationales of TF�IDF, LSI and multi-
word. The theoretical analysis behind each method is also analyzed
in details.

3.1. TF�IDF for text representation

TF�IDF is evolved from IDF which is proposed by Sparck Jones
(1972, 2004) with heuristic intuition that a query term which oc-
curs in many documents is not a good discriminator, and should
be given less weight than one which occurs in few documents.
Eq. (7) is the classical formula of TF�IDF used for term weighting.

wi;j ¼ tfi;j � log
N
dfi

� �
ð7Þ

where wi,j is the weight for term i in document j, N is the number of
documents in the collection, tfi,j is the term frequency of term i in
document j and dfi is the document frequency of term i in the
collection.

The basic idea of TF�IDF is from the theory of language model-
ing that the terms in a given document can be divided into two cat-
egories: those words with eliteness and those words without
eliteness (Roberston, 2004), i.e., whether or not a term is relevant
with the topic of a given document. Further, the eliteness of a term
for a given document can be evaluated by TF and IDF and in TF�IDF
formulation, it is used to measure the importance of a term in the
document collection.

However, there are some criticisms of using TF�IDF for text rep-
resentation. The first one is that TF�IDF is too ‘ad hoc’ because it is
not directly derived from a mathematical model, although usually
it is explained by Shannon’s information theory (Caropreso,
Matwin, & Sebastiani, 2001). The second criticism comes from that
the dimensionality (size of feature set) in TF�IDF for textual data is
the size of the vocabulary across the entire dataset, resulting in
that it brings about a huge computation on weighting all these
terms (Christopher & Hinrich, 2001).

3.2. LSI for text representation

A fundamental deficiency of current information retrieval is
that the words searchers use often are not the same as those
words, by which the information they seek has been indexed
(Berry, Dumais, & O’Brien, 1995). There are actually two sides to
this issue: synonymy and polysemy. Users in different contexts
or with different needs, knowledge, or linguistic habits will de-
scribe same information using different terms. Polysemy is the fact
that most words have more than one distinct meaning. Thus, the
use of a term in a search query does not necessarily mean that a
document is containing or labeled by the same term.

LSI (Latent Semantic Indexing) (Deerwester, Dumais, Landauer,
Furnas & Harshman, 1990) is a popular linear algebraic indexing
method to produce low dimensional representations by word co-
occurrence. The basic idea behind LSI is to take advantage of impli-
cit higher-order structure in the association of terms with docu-
ments (‘‘semantic structure”) in order to improve the detection
of relevant documents, on the basis of terms found in queries.
LSI aims to find the best subspace approximation to the original
document space in the sense of minimizing the global reconstruc-
tion error (the difference of Frobenius norm between the original
matrix and its approximation matrix). It is based on SVD (Singular
Value Decomposition) and projects the document vectors into an
approximated subspace, so that cosine similarity can accurately
represent semantic similarity.

Given a term-document matrix X = [x1, x2, ... , xn] e Rm and sup-
pose the rank of X is r, LSI decomposes the X using SVD as follows:

X ¼ URVT ð8Þ

where R = diag(r1, ... , rr) and r1 P r2 P � � �P rr are the singular
values of X. U = [u1, ... , ur] and ui is called the left singular vector.
V = [v1, ... , vr] and vi is called the right singular vector. LSI uses the
first k vectors in U as the transformation matrix to embed the origi-
nal documents into a k-dimensional space.

There are some deficiencies of LSI method. The first one is that
some negative values are in the approximation matrix which we
cannot give a plausible explanation. The second one is its huge
computation as O(n2r3), where n is the smaller of the number of
documents and the number of terms, r is the rank of X Christopher
and Hinrich (2001).

3.3. Multi-word for text representation

A word is characterized by the company it keeps (Firth, 1957).
That means not only the individual word but also the context of
the individual word should be laid on great emphasis for word sense
disambiguation. This simple and direct idea motivates the re-
searches on multi-word, which is expected to capture the contextual
information of individual words. Currently, multi-word has no satis-
factory formal definition. Usually, it can be defined as a sequence of
two or more consecutive individual words with meaningful con-
tents, including collocations and compounds (Chen, Yeh, & Chau,
2006; Weiss, Indurkhya, Tang Zhang, & Damerau, 2005). In this pa-
per, we use compound s in documents as multi-word index terms.

There are mainly two categories of methods for multi-word
extraction. The one is statistical methods based on mutual infor-
mation and the other is linguistic methods based on grammatical
and syntactical rules of phrases (Church & Hanks, 1990; Zhang,
Yoshida, & Tang, 2009b; Zhang, Yoshida, Tang, & Ho, 2009a).

For simplicity, we adopt the idea of Justeson and Katz (1995)
concerning the syntactical properties of terminology to extract
multi-words from documents. Thus, our rule set for a multi-word
is that, the length of the multi-word should be between 2 and 6,
and the multi-word should meet the regular expression, and its
occurrence frequency should be at least twice in a document.
The regular expression is Eq. (9) for Chinese multi-word and Eq.
(10) for English multi-word, respectively.

ððAjNÞ�ÞN ð9Þ
ððAjNÞþjðAjNÞ�ðNPÞ?ðAjNÞ�ÞN ð10Þ

where A is an adjective, N is a noun and P is a preposition. We pro-
duce multi-word candidates by matching any two sentences in a
document to look for the repetitive patterns, as described in Fig. 1.

After repetition extraction from documents, we should normal-
ize these repetitions to meet the regular expression as described in
Eqs. (9) and (10). The procedure we used to normalize the repeti-
tions into multi-words is shown in Fig. 2.

However, there are some disadvantages with multi-word for
indexing. On one hand, multi-word is neither derived from a clas-
sical mathematic model nor a formally defined linguistic model.
Although it is superiority in text classification could be explained
using N-Grams, there is also no established theory for N-Grams,
despite that N-Gram is validated in some practical applications.



Input: 
S1, the first sentence 
S2, the second sentence 

Output: 
Multi-word extracted from S1 and S2. 

Procedure: 
S1 = {w1,w2,…,wn}, S2 = {w1’,w2’,…,wm’}, k=0  
For each word wi in S1

 For each word wj in S2

  While(wi equal to wj)  
k++ 

  End while 
  If k>1 
    extract the words from wi to wi+k to form a multi-word candidate 

k = 0 
  End if 

End for 
End for 

Fig. 1. Repetitive pattern extraction from two sentences.

Input:  
S: the extracted repetitive pattern using the algorithm depicted in Figure 1 
P: the regular pattern; Eq.10 is for Chinese and Eq.11 is for English 

Output: 
L: a list contains multi-words satisfying P regular expression 

Procedure: 
S = {w1, w2, …, wm}; L =φ
For i = 0, i<m , i++ 

For j = m, j>i, j-- 
S’ = {wi,…,wj}; 
If (S’ meets P and S’∉L ) 

L = L ∪ S’
End If  

End For  
End For 

Fig. 2. The procedure used for multi-word normalization.
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On the other hand, the effectiveness of multi-word is strongly
dependent on the types of literature (genres). For instance, multi-
word indexing is effective for documents, in which fixed expres-
sions (terminologies, collocations, etc.) are usually used, such as
academic papers, but may be not effective for the documents with
extensive topics, in which fixed expressions are not usually used
such as essay.

4. Experiments and evaluation

In this Section, we carried out experiments using TF�IDF, LSI
and multi-word as indexing methods, to examine their perfor-
mances on text classification.

4.1. The datasets

As for the Chinese corpus, TanCorpV1.0 is used in this research
which is available online (http://www.searchforum.org.cn/tans-
ongbo/corpus.htm). On the whole, this corpus has 14,150 docu-
ments with 20 categories from Chinese academic journals
concerning computer, agriculture, politics, etc. In this paper, docu-
ments from four categories as ‘‘agriculture”, ‘‘history”, ‘‘politics”
and ‘‘economy” are selected as target Chinese document collection.
For each category, 300 documents were selected randomly from
original corpus so that totally 1200 documents were used, which
have 219,115 sentences and 5,468,301 individual words in sum
after morphological analysis.1

For the English corpus, Reuters-21578 distribution 1.0 is used in
this paper which is also available online (http://www.research.att.
com/~lewis). It collects 21,578 news from Reuters newswire in
1987. Since 1991, it appeared as Reuters-22173 and was assem-
bled and indexed with 135 categories by the personnel from
Reuters Ltd in 1996. In this research, the documents from four cat-
egories as ‘‘crude” (520 documents), ‘‘agriculture” (574 docu-
ments), ‘‘trade” (514 documents) and ‘‘interest” (424 documents)
are assigned as the target English document collection. That is,
we select totally 2042 English documents, which have 50,837 sen-
tences and 281,111 individual words after stop-word elimination.2
1 Because Chinese is character based, we conducted the morphological analysis
using the ICTCLAS tool. It is a Chinese Lexical Analysis System. Online: http://
nlp.org.cn/~zhp/ICTCLAS/codes.html.

2 We obtain the stop-words from USPTO (United States Patent and Trademark
Office) patent full-text and image database at http://ftp.uspto.gov/patft/help/stop-
word.htm. It includes about 100 usual words as stop-words. The part of speech of
English word is determined by QTAG which is a probabilistic parts-of-speech tagger
and can be downloaded freely online: http://www.english.bham.ac.uk/staff/omason/
software/qtag.html.
4.2. Experiment setup

In TF�IDF method, firstly, individual words in each document
are collected to construct a feature set for each document. Sec-
ondly, for each individual word, we compute its TF�IDF score in
each document. Thirdly, all the individual words in a document
are sorted by their TF�IDF scores. Then different percentages of
individual words with top TD�IDF scores are retained to construct
the feature set (vocabulary) for representation. The feature set for
the whole document collection is produced by uniting the retained
individual words of each document. Finally, each document in the
corpus is represented using the constructed feature set. The term
weight of each individual word in a document is the TF�IDF score
it has in that document. Otherwise, its term weight will be set as 0,
if the individual word does not occur in the document. By this way,
the term-document vector is produced for each document.

In LSI method,3 original terms for the collection are those individ-
ual words whose term frequency in the document is more than two.
The original term weight of an individual word in a document is set
as the corresponding term frequency of that individual word in that
document. Then, SVD is used to decompose the original term-docu-
ment matrix. Next, we retain a certain percentage of singular values
in R of Eq. (8) to produce the approximation matrix, which has lower
dimensions than the original term-document matrix. The term per-
centage is varied from 0 to 1 with increment of 0.1.

For multi-word representation, firstly, all the multi-words pro-
duced in a document collection are used to represent the docu-
ments using Boolean method. That is, the weight of a multi-word
in a document will be set as 1 if the multi-word occurs in the doc-
ument. Otherwise, its weight will be set as 0. Secondly, information
gain of each multi-word is computed according to the multi-words’
occurrence in the documents of each category. Thirdly, multi-
words are sorted descending by their information gain. Then, dif-
ferent percentages of multi-words with top information gain are
retained, to construct the feature set for the document collection.
Finally, each document is represented using the multi-word fea-
ture set and the term frequency of each multi-word is used as term
weight.

Tables 2 and 3 are the dimensions (the number of indexing
terms) of each indexing method at different term percentages for
Chinese and English documents, respectively. For TF�IDF, term per-
centage means the percentages of individual words with top
TF�IDF values will be retained to construct the feature set for the
whole document collection. For LSI, term percentage means the
percentages of top singular values in R, which will be retained to
construct the approximation matrix. For multi-word, term
3 LSI is carried out with JAMA (A Java Matrix Package) which is online and can be
download freely: http://www.math.nist.gov/javanumerics/jama/.
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Table 3
Dimensions of TF�IDF, LSI and multi-word of English document collection at different
term percentages.

Indexing method Term percentage TF�IDF LSI Multi-word

1.0 4924 2042 3112
0.9 4922 1838 2799
0.8 4911 1634 2488
0.7 4889 1430 2177
0.6 4856 1226 1866
0.5 4773 1022 1555
0.4 4619 818 1244
0.3 4189 614 933
0.2 3353 410 622
0.1 2181 206 311
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percentage means the percentages of multi-words with top IG val-
ues, which will be retained to construct the feature set for
representation.

In order to evaluate the performances of the above methods in
information retrieval, 50 queries uniformly distributed on the four
categories of Chinese document collection and 25 queries uni-
formly distributed on the four categories of English document col-
lection are purposely developed to conduct the tasks of
information retrieval. For each of these queries, we manually
checked the whole Chinese and English document collection to
identify corresponding set of relevant documents. Then, the query
terms are transformed to query vectors using the same index terms
as used in the indexing methods. For LSI, the query vectors are pro-
jected to the same subspace as approximation matrix by multiply-
ing the left single vectors UT. Then, cosine similarity is computed
between a query vector and each document vector to retrieve the
relevant documents from document collection. Finally, documents
having similarities more than 0 with a query vector will be re-
garded as relevant with the query.

In order to evaluate the performances of the above methods in
text categorization, support vector machine is used to categorize
the documents. The linear kernel (u�v)1 is used for SVM training,
because it is superior over the non-linear kernel in text categoriza-
tion, which is validated by our prior research (Zhang, Yoshida, &
Tang, 2008). For multi-class categorization, the One-Against-the-
Rest approach is employed.

4.3. Evaluation method

Salton and McGill (1983) and Yan, Grosky, and Fotouhi (2008)
describe the Interpolated Recall Precision Curve (IRP curve), which
depicts how precision changes over a range of recall, e.g. [0, 1]. In
this paper, a single numerical value of T shown in Fig. 3, measuring
the area covered between the IRP curve and the horizontal axis of
recall and representing the average interpolated precision over the
full rage ([0, 1]) of recall, is used to indicate the performance of a
particular query or classifier. In details, for both retrieval and cat-
egorization tasks, the 10-point recall-precision is employed to
evaluate the performance. That is, we set recall as 0.1, 0.2,
. . . , 1.0 with interval of 0.1 and precision is measured under these
10-point recalls. For English retrieval, T is averaged across the 25
queries and for Chinese retrieval, T is averaged across the 50 que-
ries. In text categorization, 3-fold cross validation is used. Each
time, we randomly set 1/3 samples in one category as positive la-
bels and 1/3 samples in other categories as negative labels for
training, and all the remaining samples are used for testing. Then,
categorization performance is averaged across total four classifiers
(we have four categories) with 10 times repeating under 10-point
recalls.

The method for query (classifier) evaluation under a predefined
recall is from Kolda and O’Learly (1998). When we evaluate a query
Table 2
Dimensions of TF�IDF, LSI and multi-word of Chinese document collection at different
term percentages.

Indexing method Term percentage TF�IDF LSI Multi-word

1.0 21,624 1200 33,661
0.9 21,624 1080 30,295
0.8 21,624 960 26,929
0.7 21,624 840 23,563
0.6 21,618 720 20,197
0.5 21,615 600 16,831
0.4 21,562 480 13,464
0.3 21,101 360 10,098
0.2 18,580 240 6732
0.1 11,640 120 3366
(classifier), we received an ordered list of documents. Let ri denote
the number of relevant documents (correctly labeled documents)
up to position i in the ordered list. For each document, we compute
two values: recall and precision. The recall at ith document is the
proportion of relevant documents (correctly labeled documents)
returned so far, that is, ri

rn
. rn is the total number of relevant docu-

ments. The precision at the ith document, pi, is the proportion of
relevant documents returned, that is, pi ¼ ri

i .

4.4. Results

Figs. 4 and 5 are the experimental results of text classification in
Chinese document collection. We can see that in Chinese informa-
tion retrieval, the effectiveness of multi-word is the poorest one of
the three, but with the most robust performance. When more and
more dimensions removed from the feature set, the performances
of TF�IDF and LSI are also declining: firstly slowly and then speedy
after term percentage 0.5. In Chinese categorization, the perfor-
mances of all the three methods are not kept stable. However, their
fluctuation magnitudes are different from each other: LSI has the
overall best performance; TF�IDF and multi-word are comparable.

Figs. 6 and 7 are the experimental results of text classification in
English corpus. We can see that in English information retrieval,
the effectiveness of LSI is the best; TF�IDF is superior to multi-word
before term percentage 0.3, but with the opposite case after term
percentage 0.3. Moreover, the performances of LSI and multi-word
are more robust than TF�IDF. In English categorization, the perfor-
mances of all three methods are stable. LSI has the overall best per-
formance. Multi-word is better than TF�IDF. In addition, the
performances of LSI and multi-word are more robust than TF�IDF.

To better illustrate the effectiveness of each classification
method, the classic t-test is employed (Correa & Ludermir, 2006;
Yang & Liu, 1999). Tables 4 and 5 show the results of t-test of
the performances of the three methods. The following codification
Recall 

Precision T

Fig. 3. Area covered by the IRP curve.



Fig. 4. The performances of TF�IDF, LSI and multi-word representation in Chinese
information retrieval.

Fig. 5. The performances of TF�IDF, LSI and multi-word representation in Chinese
text categorization.

Fig. 6. The performances of TF�IDF, LSI and multi-word representation in English
information retrieval.

Fig. 7. The performances of TF�IDF, LSI and multi-word representation in English
text categorization.
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of the
P-value in ranges was used: ‘‘�” (‘‘�”) means that P-value is lesser
than or equal to 0.01, indicating a strong evidence of that a system
generates a greater (smaller) classification error than another one;
‘‘<” (‘‘>”) means that P-value is bigger than 0.01 and minor or equal
to 0.05, indicating a weak evidence that a system generates a great-
er (smaller) classification error than another one; ‘‘�” means that
P-value is greater than 0.05, indicating that the compared systems
do not have significant differences in performances.

We can see from Table 4 that, in Chinese information retrieval,
TF � IDF� LSI�multi-word and in Chinese text categorization,
LSI� TFIDF �multi-word. It can be seen in Table 5 that,
LSI� TFIDF �multi-word in English information retrieval and
LSI� TFIDF�multi-word in English text categorization.

We conjecture that TF�IDF is better in Chinese information re-
trieval than LSI, because the number of dimensions (21,624) in
TF�IDF is overwhelmingly larger than that of LSI (1200). With such
a huge amount of dimensions, TF�IDF can produce ideal perfor-
mance in information retrieval by simple lexical matching, not
necessarily to make use of term associations. This hypotheses
can be illustrated in English information retrieval, where the num-
ber of dimensions (4924) in TF�IDF is at the same level as the num-
ber of dimensions (2042) used in LSI. However, with the utilization
of term association, LSI produce better performance than TF�IDF.

In both Chinese and English text categorization, LSI has the best
performance among the three methods. This outcome shows that
LSI can produce better indexing in discriminative power. This con-
clusion is different with that was discussed in Cai, He, and Han
(2005), which argue that LSI is representative but not discriminative.

When using multi-word representation for information retrie-
val, the queries always produces close results at all term percent-
ages, because we use Boolean vectors and lexical matching. In
text categorization, multi-word can produce good performance,
even with small term percentages, because of the power of IG
method for text categorization.
5. Discussion and concluding remarks

In this paper, experiments are conducted to examine the perfor-
mances of three document representation methods: TF�IDF, LSI
and multi-word in text classification. Basically, two kinds of prop-



Table 4
Results of t-test on the performances of the three methods in Chinese text classification.

Task Chinese information retrieval Chinese text categorization

Method TF�IDF LSI Multi-word TF�IDF LSI Multi-word

TF�IDF � � � �
LSI � �

Table 5
Results of t-test on the performances of the three methods in English text classification.

Task English information retrieval English text categorization

Method TF�IDF LSI Multi-word TF�IDF LSI Multi-word

TF�IDF � � � �
LSI � �
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erties of indexing terms should be considered: semantic quality
and statistical quality.

Usually, we regarded that LSI and multi-word have better
semantic quality than TF�IDF, and TF�IDF has better statistical
quality than the other two methods. However, from our experi-
mental results, we can see that, the number of dimension is still
a decisive factor for indexing when we use different indexing
methods for classification. Furthermore, we show that LSI has bet-
ter performance in categorization, which comes from good dis-
criminative power. This point is more often than not overlooked
by most researchers in text mining field.

Moreover, what is also worth our noticing is the computation
complexity of the methods. The computation complexity of TD�IDF
is O(nm), where n is the total number of individual words and m is
the total of number of documents in the document collection. The
huge computation of LSI is discussed in Section 3.2. For multi-
word, most of the computation is cost on multi-word extraction,
which is O(ms2) , where s is average number of sentences in a
document.

Although some conclusions are drawn from our theoretical
analysis and experiments in this paper, there are still some ques-
tions as follows:

1. In this paper, we present some experimental evaluations of
indexing methods on text classification. However, how to eval-
uate the performances of indexing methods theoretically is a
problem.

2. Our multi-word extraction is a simple and intuitive linguistic
method. We should validate whether or not an improvement
in multi-word extraction will produce an improvement in
indexing using multi-word.

3. The basic criterion of text representation is the semantic quality
and statistical quality. Unfortunately, we do not have a standard
measure to gauge these two kinds of qualities mathematically.
These two qualities are considered merely by our intuition
instead of theory.

4. We discuss two different aspects concerning text representa-
tion as term weighting and index term selection comprehen-
sively. Their individual effects on representation are destined
to be different from each other.
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