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Abstract. In order to extract multi-words from documents, mutual information (MI),
as a statistical method, is the most popular solution under consideration. However,
there are two kinds of deficiencies inherent in MI. One is the problem of unilateral co-
occurrence, and the other is rare occurrence problem. To attack these two problems,
augmented mutual information (AMI) is proposed in this paper to measure word depen-
dency for multi-word extraction. We prove theoretically that AMI has the capacity to
approximate MI to capture the independency of individual words, but it will amplify the
significance of dependent individual words which may be possible multi-words. And our
experimental results on Chinese multi-word extraction demonstrate that AMI method has
superior performance to traditional MI method.
Keywords: Multi-word extraction, Mutual information, Augmented mutual informa-
tion, Word dependency

1. Introduction. A word is characterized by the company it keeps [1]. That means not
only the individual word but also its context should be emphasized for further processing.
This simple and direct idea motivates the research on multi-words, which is expected to
capture the context information of the individual words. Although multi-word has no
satisfactory formal definition, it can be defined as a sequence of two or more consecutive
individual words, which is a semantic unit, including steady collocations (e.g. proper
nouns, terminologies, etc.) and compound words [2-4,7,10,11,16]. Usually, it is made up
of a group of individual words, and its meaning is either changed to be entirely different
from (e.g. collocation) or derived from the straight-forward composition of the meanings
of its parts (e.g. compound phrase).
Generally speaking, there are mainly two types of methods developed for multi-word ex-

traction. One is the linguistic method, which utilizes the structural properties of phrases
and sentences to extract the multi-words from documents [2,3]. The other is the sta-
tistical method, based on corpus learning with mutual information for word occurrence
pattern discovery [4,5]. There are also some other multi-word extraction methods which
combine both linguistic knowledge and statistical computation [6-10]. However, as for
the statistical methods for multi-word extraction, most of them employ MI directly, or an
adaptation of MI without theoretical proof.
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Our motivation in this paper is primarily concerned with the statistical method for
multi-word extraction, i.e., to propose a more reliable method for word dependency mea-
sure to discriminate dependent word pairs from independent word pairs for multi-word
extraction efficiently. With this motivation, we propose AMI, which is evolved from MI,
for multi-word extraction, with the goal of overcoming the inherent deficiencies of MI
regarding unilateral co-occurrence and rare occurrence.Intuitively, the key idea of AMI
is that we measure the words’ dependency, considering the possibility of their being a
multi-word over the possibility of them not being a multi-word.
The benefit of AMI to attack unilateral co-occurrence is that it will amplify the word

dependency for the word pair which might be a multi-word, especially for the word pair
which has dominant co-occurrence. But for the word pair which does not have many co-
occurrences, i.e., it has less possibility of being a multi-word; AMI has approximately the
same ability as MI to measure its dependency as 0. The benefit of AMI to address the rare
occurrence problem is in that AMI can reduce the influence of the rare occurrences when
measuring the word’s dependency, not the situation that the dependency is dominated by
the rare occurrences as in MI.
We prove mathematically that AMI has better performance than MI under the con-

dition of words’ dependency, while it has approximately the same effectiveness as MI on
the condition of words’ independency. Experimental results demonstrate that AMI out-
performs classical MI, gauging by precision and recall, when smaller and smaller numbers
of candidates with highest AMI and MI scores respectively are retained for multi-word
selection, more superiority is indicated in AMI.
The rest of this paper is organized as follows. Section 2 provides a review of MI

and presents its two deficiencies as unilateral co-occurrence and rare occurrence problem.
Section 3 propose the AMI method, and it is proved theoretically not only to have the
capability to capture the independency of individual words but also to amplify the sig-
nificance of dependent individual words which are likely to be a multi-word. Section 4
gives a further explanation of AMI’s superiority over MI for word dependency measure.
Section 5 shows the experiments of Chinese multi-word extraction to validate that AMI
method is superior to MI method in practical application. Section 6 concludes this paper
and indicates our further research.

2. Mutual Information. Mutual information (MI) is defined as the reduction in un-
certainty of one random variable due to knowing about another, or in other words, the
amount of information one random variable contains about another. In multi-word de-
tection, MI can be defined as the amount of information provided by the occurrence of
the word represented by Y about the occurrence of the word represented by X.
Church and Hanks propose the association ratio for measuring word association based

on the information theoretic concept of mutual information [11]. In their method, the MI
between word x and y was defined as Eq.(1).

I(x, y) = log2
P (x, y)

P (x)P (y)
(1)

P (x) is the occurrence probability of term x, P (y) is the occurrence probability of word
y in a corpus and P (x, y) is the co-occurrence probability of words sequence (x, y).
The primary reason for applying MI to multi-word extraction is that it has support from

both information theory and mathematical proof. If word x and word y are independent
from each other, i.e. x and y co-occur by chance, P(x, y)=P(x)P(y) so I(x, y) = 0. By
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analogy, P(x, y) > P(x)P (y) so I(x, y) > 0, if x and y are dependent on each other. The
higher MI of a word pair, the more genuine is the association between two words.
However, there are mainly two deficiencies inherent in MI for measuring the words’

dependency. The first one is the unilateral co-occurrence problem, that is, it only considers
the co-occurrence of two words, while ignoring those cases that one is present while the
other is absent [12,13]. The second deficiency of MI method concerns the rare occurrence
problem [13]. As is shown in Eq.(1), when we assume that P(x) and P(y) are very small,
but I(x, y) can be very large despite the small value of P(x, y), in this situation, the
dependency between x and y is very large, despite the fact that x and y co-occur very
few times. Although rare occurrence is a hard problem for linguistic data, and usually
there is no effective remedy for it, we may attempt to reduce its passive influence in word
dependency measure. Due to the deficiencies of MI, the proportion of ”good” candidates
per range of score values is quite uniformly distributed, and it is very difficult to distinguish
the ”good” ones from ”bad” ones [10].

MI(x1, x2, ..., xn) =Max1≤m≤nlog2
P (x1, x2, ..., xn)

P (x1)P (x2)...P (xn)
(2)

where m is the breakpoint of multi-word which separates (x1, x2, ..., xn) into two meaning-
ful parts, (x1, x2, ..., xm) and (xm+1, x2, ..., xn). Moreover, we need to determine whether
or not (x1, x2, ..., xm) and (xm+1, x2, ..., xn) are two meaningful words or word combina-
tions by looking up the single word set and multi-word candidate set we established later.
With the maximum likelihood estimation, P (x1, x2, ..., xn) = F (x1, x2, ..., xn)/N (N is the
total word count in the corpus), so the MI method can be rewritten as follows.

MI = (n− 1)log2N
+Max1≤m≤n{log2F (x1, ..., xn)− log2F (x1, ..., xm)− log2F (xm+1, ..., xn)} (3)

The traditional MI score method for the multi-word candidate ranking in this paper is
based on Eq.(1).

3. Augmented Mutual Information. As mentioned in Section 2, MI has two inherent
primary deficiencies. One is the unilateral co-occurrence problem, and the other is rare
occurrence problem. To attack the unilateral co-occurrence problem, not only the co-
occurrences, but also their individual occurrences excluding their co-occurrences, which
are the number of cases when one occurs while the other one is absent, should be con-
sidered particularly. AMI is proposed and defined as the ratio of the probability of word
pair occurrence over the product of the probabilities of absences of both individual words,
i.e., the possibility of being a multi-word over the possibility of not being a multi-word.
It has the mathematic formula described in Eq.(4).

AMI(x, y) = log2
P (x, y)

(P (x)− P (x, y))(P (y)− P (x, y)) (4)

AMI has approximately the same capability for characterizing the word pair’s indepen-
dence as MI. But in the case of word pair’s dependency with positive correlation, which
means that the word pair is highly likely to be a multi-word, AMI will amplify the differ-
ence between ”true” dependency and ”false” dependency, which is caused by unilateral
co-occurrence.
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For the independent case between two words x and y in a bi-gram, P(x, y) = P(x, y)
and we can assume that P(x) À P(x, y) and P(y) À P(x, y) because x(y) will co-occur
with other words at the same likelihood as y(x) in corpus. So that,

AMI(x, y) ≈ log2 P (x, y)
P (x)P (y)

= I(x, y) = 0 (5)

Eq.(5) means that AMI(x, y) has approximately the same competence with MI when x
and y are independent of each other.
For the dependent case between two words x and y in a bi-gram, generally, the de-

pendence relationship can be divided into two situations, as negative correlation and
positive correlation among x and y. Negative correlation between them is meaningless for
multi-word extraction, as x and y would co-occur quite a few times in this case. Positive
correlation between x and y is an omen that x and y could constitute a multi-word. In
the case of positive correlation between x and y, P(x, y) > P(x)P(y) and

AMI(x, y) > log2
P (x, y)

(P (x)− P (x)p(y))(P (y)− P (x)P (y))
= I(x, y) + log2

1

(P (x))(P (y))
= 0

(6)

Eq.(6) means that AMI will amplify the significance of the possible multi-word can-
didate. Combining Eq.(5) and Eq.(6), we can conclude that the possible multi-word
candidate would be distinguished from those candidates whose parts are independent
from each other. This analysis is the exact theoretical motivation of AMI.
In order to extend AMI to rank multi-word candidate more than two words, i.e. longer

than a bi-gram. Take a three word sequence (x, y, z) for example, the question is how to
rank the possibility of its being a multi-word. If we follow the idea of MI method, the
solution will be as follows.

AMI(x, y, z) > log2
P (x, y, z)

(P (x, y)− P (x, y, z))(P (z)− P (x, y, z)) (7)

However, there is another intrinsic problem with formula (7), the longer the sequence,
the larger AMI is, because its value is dominated by the smallest occurrence among x, y
and z. For example, if x occurred rarely, P(x, y) should be very small, even if y occurs
frequently, so P(x, y) − P(x, y, z) is very small. For this reason, we can infer that the
longer length of the sequence, the more likely it will contain a rare occurrence. Thus,
sequences with the rare occurrences have higher AMI values than those without. That
is, if one word is a rare occurrence, this rare occurrence will reduce the occurrences of
the component extremely it is contained. Although the rare occurrence problem is a hard
nut to crack unless heuristics is involved, we can alleviate it to some extent. Eq.(8) is our
solution for ranking the multi-word candidate of more than two words.

AMI(x, y, z) > log2
P (x, y, z)

(P (x)− P (x, y, z))(P (y)− P (x, y, z))(P (z)− P (x, y, z)) (8)

We can expect that if there is a rare occurrence of x, but if y and z have many occur-
rences, the AMI from Eq.(8) will be less influenced by x than that from Eq.(7).
In practical application for a sequence (x1, x2, ..., xn), P(x1, x2, ..., xn) = p, P(x1) = p1,

P(x2) = p2, , P(xn) = pn, we have
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AMI(x1, x2, ..., xn) = log2
p

(p1 − p)(p2 − p)...(pn − p) (9)

By maximum likelihood estimation,

AMI(x1, x2, ..., xn) = (n− 1)log2N + log2F −
nX
i=1

log2(Fi − F ) (10)

N is the number of words contained in the corpus, it is usually a large value, more
than 106. In Eq.(10), log2N actually can be regarded as how much the AMI value will
be increased when one more word is added to the candidate. Because log2N is a large
value and it makes the AMI is primarily dominated by the length of sequence. It is
not suitable in our method so log2N is replace by α which is the weight of length in a
sequence. Another problem with Eq.(10) is that in some special cases we have Fi = F
then Fi − F = 0, these special cases would make Eq.(10) meaningless. For this reason,
Eq.(10) is rewritten as Eq.(11).

AMI(x1, x2, ..., xn) = (n− 1)α + log2F −
mX
i=1

log2(Fi − F ) + (n−m)β (11)

m is the number of single words whose frequency is not equal to the frequency of the
sequence in the corpus. β is the weight of the single words whose frequency are equal
to the frequency of the sequence. This kind of single word is of great importance for a
multi-word, because it only occurs in this sequence, as ”Lean” to ”Prof. J. M. Lean”.

4. The Advantages of AMI for Multi-word Extraction. Currently, multi-word is
extracted from documents using the traditional MI method. The primary intention of
this paper is to propose AMI for multi-word extraction. Although the theoretical proof
of AMI’s superiority over MI is specified in Section 3, we would like to explain AMI’s
mechanism more concretely and more pellucid.
Actually, the advantage of AMI over MI can be clarified in two aspects. The first

one is that AMI put more emphasis on the co-occurrence of x and y than that of MI.
Figure 1 shows the variation trend of AMI and MI with co-occurrence frequency, respec-
tively. We can see that the dependency measured by MI is linearly increased with the
co-occurrence frequency and the dependency measured by AMI is acceleratedly increased
with the co-occurrence frequency. Thus, it can be concluded that the differences of multi-
word candidates’ dependencies in AMI will be much larger than that of MI. For this
reason, the candidates with high co-occurrence will be identified more easily with AMI
measure than those with MI.
The second one is that the proportions of x and y’s occurrences contributing to their co-

occurrence are integrated to measure the dependency of them. According to the rewritten

formation of Eq.(4) as Eq.(12), P (x,y)
P (x)

and P (x,y)
P (y)

are proportions of x’s occurrence and Y’s

occurrence contributing to their co-occurrence, respectively and AMI will increase when
the proportions increase. This point can be illustrated in Figure 2 as a contrast of MI and
AMI. We can see from it that the profile of MI with respect to x and y is a plane and the
profile of AMI is a curve surface with sharp increase at the edges of x and y. The sharp
increase in AMI can produce different measure results in MI. Taking word pairs (x, y) and
(x0, y0) in Figure 2 for example, we can see that in MI, (x, y) has larger dependency than
(x0, y0) and the result is converse when it comes to AMI. The reason for this outcome is
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Figure 1. Plots of variation trend of dependency value of MI and AMI.
The frequency of X and Y are fixed as 100.

that (x0, y0) is nearer to the edge part of the curve surface than (x, y) which is at central
part of the plane.

AMI(x, y) = log2
P (x, y)

P (x)P (y)(1− P (x,y)
P (x)

)(1− P (x,y)
P (y)

)
(12)

5. Experiment. In this section, a series of experiments are carried out to compare the
AMI and traditional MI on multi-word extraction from a Chinese text collection. Only the
noun multi-words are under consideration for the comparison, because there are plenty
of them in our documents and they can be easily identified manually for constructing
the standard noun multi-word base to evaluate the extraction performance of AMI and
MI. The classic performance measures in information retrieval, recall, precision and F-
measure, are used to evaluate the performance of multi-word extraction of AMI and MI
methods at different parameter settings.

5.1. Design of experiment. It should be pointed out that in the experiments; the multi-
words we want to extract from documents currently are noun phrases. Furthermore, the
multi-words are extracted from documents with the traditional n-gram method [6] plus
root noun extension strategy. That is, firstly, a noun is located in a sentence in the
document; next, the words before this noun are also captured to constituent a multi-word
candidates; then, MI and AMI are used to give the dependencies of these candidates,
respectively; finally, the candidates with dependencies above a predefined threshold are
regarded as multi-words in the documents. Please write down your subsection.
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Figure 2. The contrast of MI (above) and AMI (below) for dependency
measure of (x, y), (x0, y0), respectively. The co-occurrence frequency is fixed
as 50 and the frequencies of two components are varying in their axes.

The initial conditions for multi-word extractions include five aspects as follows: 1)
a corpus containing enough number of documents; 2) for character-based language, a
morphological analysis tool is needed to segment the sentence into meaningful words; 3)
dependency measure for rank the dependencies of candidates; 4) a benchmark multi-word
set used for performance evaluation; 5) For AMI formula in Eq.(9), α and β are predefined
as 3.0 and 0.
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In the experiments, the following method is used to extract the multi-words from doc-
uments using MI and AMI measure, respectively. Actually, we knew this method from
[14] and [15].
1) Start out from the basic vocabulary V0 , set n = 0 ; 2) Load the vocabulary Vn ,

by all word sequences ”x y” for which MI(x, y) > Thr for MI. (or AMI(x, y) > Thr
for using AMI), Thr is a predefined threshold for word sequence dependency; 3) From
Step 2, a new vocabulary Vn+1 is established. 4) Resume from Step 1 with Vn+1 as
its basis. 5) Realign the multi-words included in the longer multi-words. For instance,

” ” (”medical information”) will be deleted from the multi-word vocabulary

if ” ” (”medical information processing”) is extracted in the multi-word
vocabulary. 6) Dispatch the multi-words in the final vocabulary into documents in which
they occurred.

5.2. Chinese text collection. Based on our previous work on text mining [16, 17, and
18], 184 documents from Xiangshan Science Conference Website (http://www.xssc.ac.cn)
are downloaded and used for the Chinese text collection to conduct multi-word extraction.
The topics of these documents mainly focus on basic research in academic fields, such as
nano science, life science, etc., so there are plenty of noun multi-words (terminologies,
noun phrases, etc.) in these documents. For all these documents, there are totally 16,281
Chinese sentences in sum. After the morphological analysis 1 (Chinese is character based,
not word based), 453,833 words are segmented individually, and of them there are 180,066
noun words. All the 184 documents are used for corpus learning to extract Chinese multi-
words. However, because there lacks of a standard multi-word base for all documents
in our text collection, only 30 of 184 documents are fetched out randomly from the text
collection and a benchmark multi-word dataset is established manually to estimate the
performances of AMI method and MI method in multi-word extraction form this text
collection. Table 1 is the basic information of our benchmark multi-word dataset.

5.3. Candidate generation. If we have a sentence after morphological analysis such as
”A B C DE F G H.” and H is found to be a noun in this sentence, then the candidates
will be generated as ”G H”, ”F G H”, ”E F G H”, ”D E F G H” and ”C D E F G H”,
because a multi-word usually has a length of 2-6 words.

Definition 5.1. Candidate Set is a word sequence set whose elements are generated from
the same root noun in a sentence using n-gram method.

For example, ”G H”, ”F G H”, ”E F G H”, ”D E F G H” and ”C D E F G H” construct
a candidate set generated from the root noun ”H”. At most only one candidate from a
candidate set can be regarded as a multi-word for a root noun.
In order to gauge the performances of AMI method and MI method at different param-

eter settings, we set a predefined proportion of all the candidates to retain the multi-word
candidates with highest AMI or MI value for further multi-word selection, and the re-
maining candidates with low AMI or MI will be removed from possible candidates.

Definition 5.2. Candidate Retaining Level (CRL) is a predefined proportion at which
point the multi-word candidates with highest AMI or MI value will be retained for further
selection.

1We conducted the morphological analysis using the ICTCLAS tool. It is a Chinese Lexical Analysis
System. Online: http://nlp.org.cn/ zhp/ ICTCLAS/codes.html
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Table 1. Basic information of the benchmark multi-word set. Only some
examples in the benchmark data set are given due to the space limitation.

DocNo. #ofMW Examples
1 47
2 25
3 28
4 40
5 100
6 45
7 37
8 38
9 96
10 67
11 134
12 64
13 170
14 175
15 86
16 101
17 130
18 147
19 141
20 117
21 58
22 70
23 54
24 59
25 126
26 64
27 44
28 59
29 150
30 155

5.4. Evaluation. In order to observe the performance of AMI method and MI method
at different parameter settings, CRL is varied at different ratio, as 70%, 50% and 30% for
comparison. Moreover, in order to match the multi-words given by AMI or MI method and
the multi-words given by human experts to determine whether the extracted multi-words
are correct, approximate matching is utilized as follows.

Definition 5.3. approximate matching: assuming that a multi-word is retrieved from a
candidate set as , and another multi-word, is given by human identification, we regard

them as the same one if |m1
T
m2|

|m1
S
m2| ≥ 2

3
.

The reason for adopting approximate matching is that there are certainly some trivial
differences between the multi-words given by our methods and the multi-words provided
by human identification, because humans have more ”knowledge” about the multi-word
than the ”knowledge” integrated into our methods, such as common sense, background
context, etc. Taking the Chinese name for example, human beings can easily identify
that the family name is a part of a full name, but it is not so easy for the full name to
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be extracted perfectly by neither AMI nor MI, because many persons may have the same
family name, the result is that AMI or MI will be decreased if a family name is added to
the extracted name as a multi-word.
Tables 2-3 show the evaluation results of multi-word extraction methods of AMI method

and MI method. We can see from Table 2 that under the condition of CRL as 0.7, 0.5
and 0.3, AMI has a better average recall than MI. Moreover, at CRL as 0.7, multi-
word extraction on 21 (including equivalents) of 30 documents has obtained better recall
with AMI than MI. At CRL as 0.5, multi-word extraction on 24 of 30 documents has
obtained better (including equivalents) recall with AMI than MI. At CRL as 0.3, multi-
word extraction on 26 of 30 documents has obtained better (including equivalents) recall
with AMI than MI. In a word, AMI has shown its superiority on recall of multi-word
extraction in all of the indicators at all CRLs except the maximum recall at CRL 0.7 and
minimum recall at CRL 0.3.
It is shown in Table 3 that in all CRLs, AMI has better performances than MI in terms

of average precision, maximum precision and minimum precision. In details, at CRL as
0.7, multi-word extraction on 19 documents has obtained better performance with AMI
than MI. At CRL as 0.5, AMI has produced better performance (including equivalents) in
multi-word extraction on 24 documents than MI, which is much larger than the number
of documents in which MI’s performance is better than AMI’s. At CRL as 0.3, AMI
has obtained better performance (including equivalents) with on 26 documents than MI,
which is also much larger the number of documents in which MI has obtained better
performance than AMI. These are all the evidences for that AMI can produce better
performance than MI in multi-word extraction.

Table 2. Recalls of AMI method and MI method on multi-word extraction
from Chinese texts at different CRLs.

AMI Method MI Method
CRL Ave-Rec Max-Rec Min-Rec Ave-Rec Max-Rec Min-Rec
0.7 0.8231 0.9194 0.6950 0.7871 0.9420 0.6521
0.5 0.6356 0.7741 0.4528 0.5790 0.7307 0.3773
0.3 0.3878 0.5806 0.1132 0.2652 0.5363 0.1538

Table 3. Precisions of AMI method and MI method on multi-word ex-
traction from Chinese texts at different CRLs.

AMI Method MI Method
CRL Ave-Pre Max-Pre Min-Pre Ave-Pre Max-Pre Min-Pre
0.7 0.2193 0.3592 0.1405 0.2094 0.3317 0.1016
0.5 0.2497 0.4304 0.1497 0.2174 0.3676 0.1317
0.3 0.2930 0.5142 0.2002 0.2375 0.4736 0.1111

The greatest average recall is obtained as 0.8231 at CRL 0.7 with AMI method, and the
greatest precision is obtained as 0.2930 at CRL 0.3 also with AMI method. In contrast,
the least recall, 0.2652, is obtained at CRL 0.3 with MI method, and the least precision
is obtained, 0.2094, at CRL 0.7, also with MI method.
Furthermore, for both AMI and MI, it can be seen that the recall decreases and precision

increases when CRL declines from 0.7 to 0.3. The decrease of recall can be explained as a
result from that less and less of candidates are retained fro selection during this process.
The increase in precision clarifies that multi-words actually has higher AMI or MI value
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than the candidates which are not a multi-words. Moreover, the performance differences
at which AMI lags behind AMI are becoming larger and larger when CRL is varied from
0.7 to 0.3. This point illustrates that the performance superiority of AMI over MI is more
and more significant when CRL becomes smaller and smaller.
The greater value of recall validates that AMI method can retrieve more multi-words.

The greater value of precision of AMI method reflects that it generates more accurate
output as multi-words than MI method. And, the greater value in F-measure manifests
that the AMI method can achieve more reliable results.

6. Concluding Remarks and Future Work. In this paper, a statistical method, AMI,
is proposed to rank the dependency of individual words for multi-word extraction. The
key idea of AMI is that we measure the words’ dependency considering the possibility of
their being a multi-word over the possibility of them not being a multi-word.
For the problem of unilateral co-occurrence, the probability of co-occurrence is sub-

tracted from the probabilities of occurrences of individual words respectively, so that only
the occurrences of individual words in a multi-word candidate when they do not co-occur
are considered to measure their dependency. For the problem of rare occurrence, the
AMI method is designed to consider the individual words separately, other than as the
traditional two parts as required in MI method. Although our solution can not overcome
the rare occurrence problem completely, it can alleviate the influence of rare occurrence
as an inherent deficiency caused by the randomness of linguistic data.
Furthermore, we prove mathematically that AMI has the capacity approximately the

same as MI for measuring the independent individual words, but AMI amplifies the signifi-
cance of the dependent individual words, which may be combined a multi-word. Moreover,
we conduct a series of experiments to extract multi-words from a Chinese text collection.
The experimental results are consistent with our theoretical analysis that AMI method is
superior to MI method.
As far as our future work is concerned, multi-word extraction is still of our interest. We

will combine the statistical and linguistic methods based on their superiorities in multi-
word extraction, and extend our work of multi-word extraction to English text corpus.
More experiments will be conducted to validate our hypotheses, especially on the solution
of rare occurrence problem. Furthermore, we will use the multi-words for the task of text
classification [19] and some real applications such as [20, 21], so that the context knowledge
can be integrated into practical intelligent information processing applications.
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