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As a hybrid of N-gram in natural language processing and collocation in statistical lin-
guistics, multi-word is becoming a hot topic in area of text mining and information
retrieval. In this paper, a study concerning distribution of multi-words is carried out
to explore a theoretical basis for probabilistic term-weighting scheme. Specifically, the
Poisson distribution, zero-inflated binomial distribution, and G-distribution are compar-
atively studied on a task of predicting probabilities of multi-words’ occurrences using
these distributions, for both technical multi-words and nontechnical multi-words. In
addition, a rule-based multi-word extraction algorithm is proposed to extract multi-
words from texts based on words’ occurring patterns and syntactical structures. Our
experimental results demonstrate that G-distribution has the best capability to predict
probabilities of frequency of multi-words’ occurrence and the Poisson distribution is
comparable to zero-inflated binomial distribution in estimation of multi-word distribu-
tion. The outcome of this study validates that burstiness is a universal phenomenon in
linguistic count data, which is applicable not only for individual content words but also
for multi-words.

Keywords: Multi-word; term distribution; Poisson distribution; zero-inflated distribu-
tion; G-distribution.

1. Introduction
In text mining and information retrieval, study on indexing terms, such as individ-
ual words, N-gram, and multi-word, has become an unavoidable even indispensable
issue confronted with researchers. Of all themes concerning this topic, distribu-
tion of terms, which is a fundamental problem and focusing on word frequency
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prediction, has attracted great interest in textual information processing. Thus,
various term distribution models have been proposed to capture the regularities of
word occurrences and discover underlying mechanisms of terms (words’ behavior)
in texts.

On the one hand, a good understanding of term occurrence mechanisms is useful
for information retrieval when we want to assess the likelihood of a certain number
of occurrences of a specific term in a collection of texts. In this aspect, Teevan and
Karger have proposed an exponential probabilistic model based on computational
analysis of corpora and queries. They reported that their model can better describe
text probability and consequently, a significant improvement on text retrieval was
produced.1 Madsen et al. used the Dirichlet distribution to model word burstiness in
texts with goal to removeheuristics fromnaive Bayes for text classification.2 However,
their model is at document level and too complex for practice, especially in parameter
estimation with corpus of a small number of documents. The Poisson distribution is
utilized for term-dependent smoothing to estimate query likelihood and further doc-
ument scores in information retrieval.3 Their experiment shows that in comparison
with other multinomial models for smoothing, the Poisson model has better perfor-
mance for producing query results, especially with two-stage smoothing.

On the other hand, term-weighting is a crucial procedure when documents are
transformed into numerical vectors. However, most term-weighting methods, such as
term frequency and document frequency, are based on empirical observation and lin-
guistic intuition, rather than theoretical analysis of term distribution and properties
in documents. For this reason, term distribution is studied to shed light on distin-
guishing significant (content, topical, semantically focused) terms from insignificant
(function, noncontent, semantically unfocused) terms in texts for practical applica-
tions such as Refs. 4, 5, and 6, according to explicit statistical characteristics of terms.
For instance, in term-weighting using residual inverse document frequency7 shown in
Eq. (1), it is assumed that term occurrence in documents follows the Poisson distribu-
tion and if parameter λi can be accurately estimated, then weighting of the indexing
term will be precisely computed out to reflect its importance in a text collection:

RIDF = IDF − log2

(
1

1 − P (0, λi)

)
. (1)

Generally, indexing terms for texts are individual words during the process from
textual information to numerical vectors. However, for some kinds of texts, such
as technical and professional papers, a group of words are often considered as a
feature to describe a special concept in a specific field. Multi-word features are
not found too frequently in a document collection, but when they do occur they
are often highly predictive and informative in explaining discovered patterns from
learning methods.8 While “multi-word” is the fundamental notion of this paper,
this notion had no satisfactory formal definition until now. It can only be intu-
itively characterized: it occurs only in specialized types of discourse, often specific
to subsets of domains; when it occurs in general types of discourse or in a variety



June 24, 2009 15:27 WSPC/173-IJITDM 00339

Distribution of Multi-Words in Chinese and English Documents 251

of domains it often has broader or more comprehensive meaning, such as name
entities, terminological noun phrases (NP), etc.

In recent studies on term distribution, two kinds of disciplines are actually fol-
lowed by research with this topic. The first one is to use large-scale data to study
mechanisms of word occurrence in a corpus such as Refs. 9 and 10. The concentra-
tion of this branch is on collective properties of natural utterances and population
distribution for all words. The second one is trying to match underlying model
assumptions to text through manual analysis of a small number of terms.11–13

Our paper covers both sides of term distribution and the main concern is on the
latter one, i.e. to carry out a study on term distribution of some words with spe-
cial characteristics. Although much work has been done in term distribution and
many prominent proposals have been presented, little work has been done on the
comparison of different term distribution models, especially on the distribution of
multi-words in documents, which is specially addressed in this paper.

The remainder of this paper is organized as follows. Three different term distri-
bution models, the Poisson model, zero-inflated binomial, and G-model, are intro-
duced in Sec. 2. Section 3 describes our data set and data preprocessing used to
examine these models. Moreover, the method for multi-word extraction from both
Chinese and English documents is proposed based on syntactical structures and
characteristics of terms. Section 4 is our experiments of the three different term dis-
tributions on Chinese and English multi-words and the results are demonstrated.
Section 5 is discussion of experimental results. Concluding remarks and further
research are also indicated.

2. Term Distribution Models

Classical probabilistic models of term distribution, such as the Poisson model, zero-
inflated binomial distribution, and G-model, are introduced in this section with
their basic assumptions for term occurrence in texts.

2.1. Poisson distribution

The classical definition of the Poisson distribution is as follows:

P (k, λi) = e−λi × λk
i

k!
for λi > 0. (2)

In most cases of using the Poisson distribution in information retrieval, param-
eter λi > 0 is the average number of occurrences of a word wi per-document, that
is, λi = cfi

N , where cfi is the collection frequency of the word and N is total number
of documents in the collection. With the Poisson distribution, we can estimate the
probability of a word occurring at a given number of times in a document. That is,
P (k; λi) is the probability of wi having exactly k occurrences in a document, where
λi is appropriately estimated for each word. The basic assumption of the Poisson
distribution is that occurrences of a term are independent of each other, i.e. there
is no correlation between different occurrences of a term in documents.
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However, this assumption may not hold in most cases, because of different occur-
rence patterns between content words and noncontent words in texts. Based on this
idea, two-Poisson model and further Poisson mixtures are developed to estimate
probabilities of occurrences of a term, while they all have a variety of problems
existing in practical applications.12 All these models have same basic assumption
regarding word occurrence with classical Poisson distribution as occurrence inde-
pendence. This is the root cause for their consistent inabilities to describe term
distribution in previous research.

To simplify, only classic Poisson distribution is examined in this paper for multi-
word probability estimation. We conjecture that only when the basic assumption
with classical Poisson distribution is validated as promising in predicting probability
of multi-words, more complex model combined with classical Poisson distributions
would be reasonably expected as valuable and potential in the application. This is
the very motivation for us to examine classical Poisson distribution on multi-words.

2.2. Zero-inflated distribution

In the area of modeling linguistic count data-like word occurrence in documents,
the problem of large counts for the zero outcomes is widely observed. To tackle
this problem, zero-inflated distribution is proposed to consider the zero and
nonzero word occurrences separately. That is, to construe word occurrences as two-
component mixture, where one component is a degenerate distribution whose entire
probability mass is assigned to the outcome zero, and the other component is a stan-
dard distribution. Although there are many types of zero-inflated distributions such
as zero-inflated negative binomial distribution and zero-Poisson. In this paper, the
zero-inflated binomial distribution, as a three-parameter probability distribution
proposed by Martin Jansche to capture the extra-Poisson variation in linguistic
count data,4 is adopted to model multi-word occurrences shown as follows:

P (k; z, p, n) = zδk,0 + (1 − z)
(

n

k

)
pk(1 − p)n−k. (3)

Here, δk,0 is a Kroneker symbol whose value will be assigned as 1 if and only if the
outcome is zero. Otherwise, it will be assigned as zero. z and p are two parameters
for this model with its mean as (1 − z)np and variance as (1 − z)np(znp + 1 − p).
k represents word counts (0 ≤ k ≤ n) and n is the length of a document measured
as the total number of words in the document.

The basic assumption with zero-inflated distribution is that distribution of word
occurrence in documents conforms to a binomial distribution except the extreme
distortion at outcome zero. There is a massive probability for word’s absence in
documents meanwhile the occurrence of word follows a binomial distribution. That
is, the occurrences of terms in documents are independent from each other.

In order to estimate the parameter z and p, expectation maximization (EM)
algorithm15 is employed to compute them based on a data sequence because it
would be very difficult for both max likelihood estimation (MLE) and method-of-
moment estimation to estimate them in this case as z and p do not have obvious
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statistical implications. For more details about zero-inflated binomial and the EM
solution for estimation of z and p, readers can refer to Refs. 14, 15, respectively.

2.3. G-distribution

The G-distribution (G means general), also known as a three-parameter probability
distribution, is defined as follows:

P (k; α, γ, β) = (1 − α)δk,0 + (1 − γ)δk,1 +
αγ

B − 1
·
(

1 − 1
B − 1

)k−2

· (1 − δk,0 − δk,1). (4)

In practical application, α =
∑

r≥1 pr = 1− p0 is the sum of frequency of terms

whose occurrence is more than 0, and γ =
P

r≥2 pr
P

r≥1 pr
= 1 − p1

1−p0
is the proportion

of frequency of not less than 2 to frequency of not less than 1. pr = P (k = r) is
probability of having exactly r instances of a term in a document. B =

P
r≥2 prr

P
r≥2 pr

is a measure of topical burstiness. Also, a Kroneker symbol is employed here as
δi,j = {0, i�=j

1, i=j .
The basic assumption with G-distribution is that there are primarily two kinds

of words existing in one document: one is noncontent words, and the other is content
words. Usually, multi-words are content words in a document and can be separated
into topical and nontopical words. When a content word is present in a document,
but the concept named by a content word is not topical (nontopical) for that doc-
ument, then this word would typically occur only once in this document. However,
when a concept named or expressed by a content word is topical for the docu-
ment, then this content word is characterized by multiple (frequency ≥ 2) occur-
rence, i.e. bursty occurrence. The notion of burstiness is fundamental for obtaining
G-distribution, which means multiple occurrences of a content word or phrase turn
up in some documents but in other documents, they do not occur at all. For more
details about G-distribution, readers can refer to Ref. 11.

3. Data Preprocessing

In order to investigate the three distribution models described above comparatively,
two different text collections in two languages (Chinese and English) are selected
as our sample data set for experiments. In this section, first, profiles of these two
text collections are specified, and then the multi-word extraction method based on
syntactical structure is proposed to extract multi-words from both text collections.

3.1. XSSC texts in Chinese and Reuters texts in English

Based on our previous work as Refs. 16 and 17, 184 texts concerning details
of each XiangShan science conference (XSSC) are collected from XSSC web site
(http://www.xssc.ac.cn), where uploaded many academic topics of a wide scope
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from basic research to advanced techniques. In this paper, Chinese multi-word
extraction is conducted from these documents, and Chinese multi-word distribu-
tion characterization is compared between this real data and estimated probability
with the three models. By our computing, there are 14 categories related to this
document collection, and the average number of sentences per-document is 41.46.
More description about this corpus can refer to Ref. 17.

Reuters-21578 data set (http://www.research.att.com/∼lewis) is used as our
experiment sample texts in English. It appeared as Reuters-22173 in 1991 and was
indexed with 135 categories by personnel from Reuters Ltd in 1996. In the area of
text mining, it is usually adopted as a bench mark data set for text categorization.
In this paper, English multi-words are extracted from this textual data set, and
the real distribution of English multi-words is compared with the three distribution
models in order to evaluate the performance of them. By our statistics, this data set
contains totally 19,403 valid texts, with an average of 5.4 sentences in each text.
For convenience, the texts from four categories, “grain,” “crude,” “trade,” and
“interest,” are fetched out as our target data set, because the texts from these four
categories have more difference than those from other categories, i.e. less overlapping
in multi-words expression, which may ensure that the extracted multi-word is a
content word in that text. With this method, 574 texts from “grain,” 566 texts
from “crude,” 424 texts from “interest,” and 514 texts from “trade” are assigned
as our target data set.

It should be worth noticing that the length of documents n from both XSSC and
Reuters varies from each other. Usually, the fixed length of documents is required
for zero-inflated binomial distribution to make an estimation. Our solution for this
problem is to estimate the parameters for zero-inflated binomial distribution using
varying n but make the estimation using the average n. Thus, in this case, we esti-
mate the probability of k occurrences using n̄, i.e. the average length of those docu-
ments, which have exactly k occurrences of that multi-word, as the substitute for n.

3.2. Multi-word extraction

Basically, there are two types of methods to extract multi-words from documents:
one is to utilize the mutual information (sometimes called association) between
words, which is a statistical method,18, 19 and the other is to analyze the syntactical
structure of multi-words, which is a rule-based method. For instance, mutual infor-
mation method, the work in Ref. 20 proposes the association ratio for measuring
word association based on the information theoretic concept of mutual informa-
tion. The research in Ref. 21 proposes a regular expression to characterize lexical
structure of multi-word in text in order to identify multi-words from text. Usually,
the multi-word extraction method varies with different languages from linguistic
perspective. To simplify the process of multi-word extraction, here, we adopt syn-
tactical rule-based method for multi-word extraction and this method is applicable
for both Chinese and English. Based on the previous study in Ref. 21 on structures



June 24, 2009 15:27 WSPC/173-IJITDM 00339

Distribution of Multi-Words in Chinese and English Documents 255

and characteristics of multi-words, a widely accepted conclusion is that a multi-
word has properties as an NP ending with a noun and repetition of occurrence.
This results in a simple hypothesis that an NP having a frequency of two or more
can be regarded as a multi-word. With this hypothesis, we propose the following
multi-word extraction method to extract the multi-words from both the Chinese
and English texts. The basic idea of this method is to identify repetitive patterns
(a group of consecutive words) from sentences as multi-word candidates firstly, and
then determine part of speeches of these identified patterns. If a candidate’s part
of speech is a noun (not a pronoun), it should be accepted as a multi-word. Other-
wise, it should be rejected as a multi-word. The following is our method to identify
repetitions of any two sentences. For co-occurring words in texts as mentioned by
one of the reviews, if they construct a consecutive pattern and the pattern is ending
with a noun, then we can accept it as a multi-word.

Algorithm 3.1. Multi-word extraction from Chinese and English documents.
The common pattern between two sentences is regarded as a multi-word candidate.
Input:
s1, the first sentence
s2, the second sentence
Output:
Repetitive and consecutive words extracted from s1 and s2.
Procedure:
1. s1 = w1, w2, . . . , wn

2. s2 = w′
1, w

′
2, . . . , w

′
m

3. k = 0
4. for each word wi in s1

5. for each word w′
j in s2

6. while(wi = w′
j)

7. k++
8. end while
9. if k > 1
10. combine the words from wi to wi+k as the
11. output of this procedure
11. End if
12. End for
13. End for

After the repetition is extracted from sentences in a document, the ICTCASa

and JWNLb,c are employed to determine the part of speech of the last word of the
repetition, for Chinese and English, respectively. Moreover, in the case that the last

aH. P. Zhang and Q. Liu, Chinese Lexical Analysis System 2.0, http://www.ict.ac.cn/freeware/.
bJava WordNet Library, http://sourceforge.net/projects/jwordnet.
cWordNet: A Lexical Database for the English Language, http://wordnet.princeton.edu/.
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word of the repetitive pattern is not a noun, such as “prime minister agree,” the
last noun of this repetition is found out and the extracted pattern is segmented
by the last noun. Thus, “prime minister” and “agreed” are segmented and “prime
minister” is regarded as a multi-word. Nevertheless, the length and the alignment
of each word are also considered to make the extraction more accurate, for example,
multi-word usually has a length no more than six single words.

For the XSSC documents, 5087 multi-words are extracted, and 4024 multi-words
are extracted from Reuters texts. It is very interesting to notice that although the
total number of documents of Reuters texts (2074) is far larger than the XSSC texts
(184), the numbers of multi-words from these two text collection are approximately
equivalent. We conjecture this outcome because that the algorithm for multi-word
extraction is applied in sentence level. And Reuters data set has a total of 7628
sentences, while 11,200 sentences are found in XSSC text collection. Moreover, the
types of text are different, XSSC text is about academic and scientific reports,
which have a long length, while Reuters texts belong to brief news reports.

4. The Distribution of Chinese and English Multi-Words in Text

In this section, the comparison of the Poisson distribution, zero-inflated binomial
distribution, and G-distribution is conducted in characterizing the multi-word dis-
tribution in XSSC and Reuters text collection. Traditionally, the words in texts are
separated into noncontent words (function words, semantically unfocused words),
and content words (semantically focused words, topical words). Generally, multi-
word is content word and semantically focused unit in its expression but its roles
in documents alternate as topical and nontopical. We make a distinction between
technical multi-words and nontechnical multi-words. Technical multi-word refers to
a group of words, which are highly related to the contents of the texts, such as termi-
nological NPs, while nontechnical multi-words are less related to the content of the
texts, for example, the commonly used phrases in a field, and the names of places.

Furthermore, two measures are developed to evaluate the multi-word dis-
tribution characterizing performance of the Poisson, zero-inflated binomial, and
G-distribution. They are gross error as Eg and local error as El with definitions as
follows:

Eg =
∑
r≥0

|act − est|. (5)

El =
∑
r≥2

|act − est|. (6)

Here, act is the actual frequency of multi-word occurrence in texts, and est is the
estimated frequency of multi-word occurrence in texts by the assumed distribution.
Eg is used to compute the overall estimation error (0 ≤ r ≤ n), and El is used to
compute the local estimation (2 ≤ r ≤ n), because there are never estimation error
for G-distribution if r ≤ 1, according to its formula.
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4.1. Overall distribution of the multi-words in XSSC and Reuters

texts

Figures 1 and 2 show the overall distribution of multi-words in XSSC and Reuters
collection, respectively. Roughly, they have a very similar curves. The only difference

Fig. 1. The overall distribution of the numbers of multi-words and their frequency in XSSC. The
product of term frequency and term rank is about 0.02–0.1 when the rank is larger than 3.

Fig. 2. The overall distribution of the numbers of multi-words and their frequency in Reuters. The
product of term frequency and term rank is about 0.02–0.1 when the rank is lager than 4.
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is that the latter has a larger range of number of occurrences (count) and frequency.
Moreover, they conform to Zipf’s law,22 which states that product of term frequency
and its rank order (order of count) is approximately constant shown as follows:

f = C ×
(

1
r

)
. (7)

Here, f is the frequency of words, r is the words’ rank, and C is a constant. This
statement is usually adopted by some practical information retrieval applications
such as Ref. 5 and it is also validated in our research on both XSSC and Reuters
collection. For both data sets, the constant C is about 0.02–0.1 for most cases but
with some exceptions at the extremely smaller order.

4.2. Distributions of technical multi-words

For the technical multi-words of XSSC, “ ” (nano materials) and “ ”
(ecological environment) are assigned as the testees, because they are the hot top-
ics in new technology areas, they have a great possibility to be the topic of the
documents they do occur in XSSC collection. And for the technical multi-words of
Reuters, we selected “crude oil” and “interest rates” as the testees, because they are
the topics of the categories we picked out from Reuters text collection. Tables 1–4
show the estimation of the Poisson distribution, zero-inflated distribution, and G-
distribution on these examined multi-words along with their global and local errors.
Here, count is the frequency occurring in the text collection, act is the actual fre-
quency ratio, P-est is the estimation given by Poisson distribution, Z-est is the
estimation given by zero-inflated binomial distribution, and G-est is the estimation
given by G-distribution.

From Tables 1–4, it can be seen that of these three distributions, G-distribution
can most effectively characterize the multi-word’s occurrence probability with its
frequency, i.e. estimating the probability of exactly r(≥ 0) occurrences of a multi-
word in both text collections. Both the Poisson and zero-inflated binomial have a
very comparable capacity of capturing the multi-word’s distribution. In Tables 1
and 4, zero-inflated binomial is a little better than the Poisson distribution while
Poisson distribution performs a bit better in Tables 2 and 3. Another point worth
noticing is that the sum of the probability of zero-inflated binomial in all cases
(for example, Table 3) is a bit more than 1. This happens because EM algorithm
is an approximate algorithm based on local optimization; the length of texts in
both collections for parameter estimation is not fixed. In addition, it is obvious
that the estimation error of the Poisson distribution and zero-inflated binomial at
outcome 0 and 1 occupies a dominant proportion of the overall estimation error
for Eg � El. For this reason, it can be deduced that both the Poisson distribution
and zero-inflated binomial are not able to capture the probability mass at 0 for
frequency count data satisfyingly. Although the initiative for zero-inflated binomial
is to separate the probability at outcome zero and nonzero so that the probability
mass at zero could be captured by it, its performance in our study degenerate very
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Table 3. The distribution of “crude oil” and its probability estimation from the
Poisson distribution, zero-inflated binomial distribution, and G-distribution.

Count 0 1 2 3 4 6 8 Eg El

act.(×10−2) 90.51 6.21 2.45 0.59 0.10 0.10 0.05
P-est.(×10−2) 86.73 12.35 0.88 0.04 0.00 0.00 0.00 12.29 2.37
Z-est.(×10−2) 86.91 13.38 1.12 0.07 0.01 0.00 0.00 19.81 3.22
G-est.(×10−2) 90.51 6.21 2.26 0.70 0.22 0.02 0.00 0.55 0.55

Table 4. The distribution of “interest rates” and its probability estimation from the Poisson
distribution, zero-inflated binomial distribution, and G-distribution.

Count 0 1 2 3 4 5 6 8 Eg El

act.(×10−2) 92.22 4.26 2.01 0.98 2.04 0.10 0.15 0.05
P-est.(×10−2) 86.99 12.13 0.85 0.04 0.00 0.00 0.00 0.00 17.54 4.44
Z-est.(×10−2) 87.67 15.77 2.28 0.27 0.08 0.01 0.00 0.00 19.81 3.22
G-est.(×10−2) 92.22 4.26 2.01 0.86 0.37 0.16 0.07 0.01 1.97 1.97

similarly with the Poisson distribution. The theoretical reason for this degeneration
is that on the one side, z and p have very small value (z and p are about 10−4 for
XSSC, and for Reuters, z is about 10−4, and p is about 10−5) and on the other
side, n is a great value in our text collection (about 4000 for XSSC and 2000
for Reuters). All these make the zero-inflated binomial to become an approximate
Poisson and this is the very reason they have the similar performance. Furthermore,
the estimation on Reuters texts are better than the estimation on XSSC texts, as is
shown that the estimation on Reuters texts always has less error using any assumed
distribution. We will discuss this phenomenon in Sec. 5.

4.3. Distributions of non-technical multi-words

For the nontechnical multi-words of XSSC, “ ” (basic research) and
“ ” (scientific problem) are assigned as the Chinese testees, because they
are popular words in XSSC academic discussion and have a very extensive mean-
ing other than a concrete professional concept. For the nontechnical multi-words of
Reuters, we select “United States” and “Soviet Union” as our samples, as they are
the names of countries and can be used anywhere related to these two countries
in newswire reports. Tables 5–8 show the results of the Poisson distribution and
G-distribution on these examined multi-words.

It has been shown in Tables 5–8 that the G-distribution still has the best perfor-
mance in estimating the probability of exact frequency of nontechnical multi-words
in text collection. Also, the Poisson distribution and zero-inflated binomial have
similar capacity in capturing the multi-word distribution because the problem with
parameters as z, p, and n as mentioned above estimated according to the real occur-
rence frequency and text length makes it degenerate into an approximate Poisson
distribution.
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Table 7. The distribution of “United States” and its probability estimation from the Poisson
distribution, zero-inflated binomial distribution, and G-distribution.

Count 0 1 2 3 4 5 6 9 10 Eg El

act.(×10−2) 87.38 7.97 2.50 1.27 0.59 0.15 0.05 0.05 0.05
P-est.(×10−2) 80.99 17.08 1.80 0.13 0.01 0.00 0.00 0.00 0.00 18.22 2.72
Z-est.(×10−2) 82.30 22.34 3.42 0.76 0.01 0.00 0.00 0.00 0.00 21.75 2.30
G-est.(×10−2) 87.38 7.97 2.55 1.15 0.52 0.23 0.11 0.01 0.00 0.46 0.46

Table 8. The distribution of “Soviet Union” and its probability estimation
from the Poisson distribution, zero-inflated binomial distribution, and G-
distribution.

Count 0 1 2 3 4 5 Eg El

act.(×10−2) 94.96 3.13 1.32 0.39 0.10 0.10
P-est.(×10−2) 92.47 7.24 0.28 0.01 0.00 0.00 8.22 1.62
Z-est.(×10−2) 92.51 7.50 3.26 0.03 0.00 0.00 9.30 2.50
G-est.(×10−2) 94.96 3.13 1.31 0.41 0.13 0.04 0.12 0.12

The property of technical multi-word in XSSC collection takes effect since tech-
nical multi-word in XSSC has a greater maximum frequency than nontechnical
multi-word. It does not work when it comes to Reuters text collection: both the
technical multi-word and nontechnical multi-word has the approximate equivalent
range of occurrence frequency in this collection. When comparing the estimation
on technical multi-word and nontechnical multi-word, we find that the technical
multi-word has less error on XSSC but greater error are presented in Reuters data
in opposite to the case of technical multi-word distribution. We would like to discuss
this phenomenon in Sec. 5.

5. Discussion and Concluding Remarks

In this paper, a comparative study on distribution of multi-words in texts is carried
out. Three classical models for describing the linguistic count data, such as the
Poisson distribution, zero-inflated binomial distribution, and G-distribution, are
presented to describe the distribution of both technical and nontechnical multi-word
in Chinese and English text collections, as XSSC text collection and Reuters data
set. Moreover, a syntactical multi-word extraction method independent of language
is proposed to extract the multi-words from texts, based on the syntactical structure
and lexical rule of multi-words in texts.

Our experimental results have shown that G-distribution has a better capabil-
ity in describing the distribution of probability on multi-word occurrence frequency
than the Poisson distribution and zero-inflated binomial distribution. This result
has validated the basic assumption in G-distribution about the existence of word
burstiness in texts, regarding content words. The inability of the Poisson distribu-
tion to estimate the probability of outcome 0 and 1 occurrence enhanced that the
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occurrences of multi-words in text may not be feasibly regarded as independent
from each other. Even if the outcome 0 is separated in zero-inflated binomial dis-
tribution, the nonzero occurrences of multi-word may not be justifiably regraded
as independent events. Although the zero-inflated binomial is validate as an effec-
tive way in capturing the difference between zero and nonzero outcome in linguistic
count data in Ref. 14, the word examples in their experiments are not content words
such as “his,” “any,” etc. Consequently, the effect of burstiness for content words
does not exert fully on these words. Moreover, the distribution of these words has
already investigated as to be conformed well to the Poisson distribution by earlier
research.12 Despite of that other researchers also argued that the two-Poisson model
or negative binomial may be an out-way to solve this kind of problem,23 and further
problem with Poisson is from widely different document size,7 the basic assumption
for word’s and multi-word’s occurrence independence should be reconsidered.

However, some questions have turned up with our experimental results. The first
one is that the estimations on Reuters texts are better than the estimations on XSSC
texts. Perhaps it is because the XSSC texts are academic papers, which have more
terminological NPs but fewer texts than Reuters text, then multi-word behavior is
not fully exhibited on XSSC texts. The second question is that the distribution of
technical multi-words follows better with G-distribution than that of nontechnical
words in XSSC collection, but with opposite outcome when it comes to Reuters
texts. The reason for this point is possibly because XSSC texts are academic texts,
then the burstiness can more easily induced in their texts but the Reuters texts
are newswire texts focusing on including information in short passages as much as
possible, then burstiness of content words cannot happen in them naturally. Here,
a convincing root reason for this differences has not been acquired currently and
further investigations are required to disclose these phenomena.

As for our further research, term-weighting methods based on term distribution
theory are a potential and valuable direction to advance, especially for multi-word
features. For example, the significance of a multi-word in a document can be objec-
tively measured by its occurrence probability and this could be used for text rep-
resentation if the distribution of multi-word and term frequency of multi-word in
the text is known. Nevertheless, term distributions investigated in this paper also
provide a theoretical support to improve practical application of text mining such
as information extraction,24 text classification,25 etc., on the condition that prob-
ability models are established for distributions of terms in a given text collection.
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