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This paper proposes an approach called TESC (TExt classification using Semi-supervised Clustering) to
improve text classification. The basic idea is to regard one category of texts from one or more than
one components. Thus, we use clustering to identify the components in text collection. In clustering pro-
cess, TESC makes use of labeled texts to capture silhouettes of text clusters and unlabeled texts to adapt
its centroids. The category of each text cluster is labeled by the label of texts in it. When a new unlabeled
text is incoming, we measure its similarity with the text clusters and give its label with that of the nearest
text clusters. Experiments on Reuters-21578 and TanCorp V1.0 text collection demonstrate that, in text
classification, TESC outperforms Support Vector Machines (SVMs) and back propagation neural network
(BPNN), and produces comparable performance to naïve Bayes with EM (Expectation Maximization)
however with lower computation complexity.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Text classification, namely text categorization, is defined as
assigning predefined categories to text documents, where docu-
ments can be news stories, technical reports, web pages, etc., and
categories are most often topics (genres), pertinence, etc. [1] What-
ever the specific method employed, a text classification task starts
with a training set D = (d1, . . . , dn) of documents that are already
labeled with a category L 2 C (e.g. sports, politics). The task is to
construct a classification model f as Eq. (1), which is able to assign
the correct class label to a new document d of the domain.

f : D! C f ðdÞ ¼ L ð1Þ

In order to obtain the classification model f, one typically
assumes that one set of labeled data is used for training (this set
is called as training set) and another set of labeled data (this set
is called as test set, which is typically sampled from the same
underlying distribution as the training set) is then used to measure
the performance of the trained classification model f. Usually, per-
formance of classification model f can be measured by precision,
recall, accuracy, AUC (Area Under Curve [2]), etc. In this paper,
we use accuracy as the performance indicator.
In the point of view of machine learning, clustering is a funda-
mental technique of unsupervised learning, where its task is to find
the inherent structure from unlabeled data [3]. Usually, clustering
is performed when no information is available concerning the
membership of data items to predefined class labels [11]. Text
clustering aims to partition a text collection into text clusters, such
that texts within same cluster are more semantically similar to
each other than they are to texts in other clusters. The notion of
similarity can be expressed in various ways according to purpose
of text clustering.

Recently, using unlabeled data to improve the performance of
classification is becoming an interesting problem in data mining.
The basic idea is that unlabeled data can be used to better estimate
parameters in building classifier. Moreover, unlabeled data are
abundant, easier to obtain than labeled data [4]. Although the com-
bination of both labeled and unlabeled data can reduce variance of
the classification model, some researchers argue that unlabeled
data is not necessarily to improve the performance of classification.
They hold that, in the opposite way, using unlabeled data to train
classifier may lead to degradation in the performance due to an
increase in bias [5]. However, it is widely admitted that when mod-
eling assumptions are correct, or the decrease of variance is larger
than the increase of bias, using unlabeled data will surely improve
the classification performance [6]. Here, variance refers to the var-
iability of predicted labels for a given data point and bias refers to
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the difference between the expected prediction of the model and
the correct label.

Following this way, many semi-supervised clustering methods
have been proposed for the task of classification, using both labeled
and unlabeled data [17,18]. The basic idea behind these methods is
that the population of data is generated by a mixture model, and
there is a correspondence between each component and a
predefined class [4]. For instance, SOM (Self-organizing mapping)
clustering is used in [6] to label the unlabeled data in non-ambig-
uous nodes with the label of their nodes. Then, both the originally
labeled data and the labeled data by SOM clustering are used to
train a multi-layer perception (MLP) as the classifier. They reported
that this method (we call it as DKS method later in Section 3.5)
significantly improves performances of classification on all the
datasets they used. However, it is unclear that in how much pro-
portion we need to relabel the unlabeled data by MLP that were
already labeled by SOM, and on how much confidence we can trust
the relabeling given by SOM clustering. Demirez et al [7] proposed
a semi-supervised clustering algorithm which combines benefits of
supervised and unsupervised learning methods. Their basic idea is
to find a set of clusters and minimize a linear combination of clus-
ter dispersion, which is measured by mean square error (MSE) and
cluster impurity measure. It is very difficult to trade off the two
functions in the linear combination.

Generally, both labeled and unlabeled data are used in clustering
either by adapting the similarity measure (similarity-based
approach) or by modifying the search for appropriate clusters
(search-based approach) [8]. Similarity-based approach uses
labeled data to train the similarity metric to satisfy the constraints
in supervised data. Search-based approach modifies the clustering
algorithm so that user-provided labels or constraints (such as
must-link constraints and cannot-link constraints) are used to bias
the search for an appropriate partition. Basu et al [9] propose a
method called MCP-KMeans which combines the above two
approaches by adapting the objective function used in the K-means.
EM algorithm is employed in their method to update the similarity
metric of data points. They reported that similarity-based approach
and search-based approach are comparable in performance of
semi-supervised clustering. Moreover, the combination of these
two approaches can produce a significant improvement in perfor-
mance. However, the weights of constraints in the objective func-
tion are difficult to determine, and the objective function can
merely converge to a local minima.

This paper proposes TESC, which is a search-based method, for
text classification. Our goal of using semi-supervised clustering is
not to improve cluster quality as done in Basu et al [9], but to
improve text classification. Although these two tasks are closely
related with each other, they are actually different in that the for-
mer is unsupervised learning to group texts with similar contents
together, while the latter is essentially supervised learning to cat-
egorize texts into different categories according to their topics,
genres, language types, etc. Similar to the work done in Nigam
et al [4], we hold that a document category comprises one or sev-
eral topics those are expressed by text components. A text compo-
nent is constructed based on words of texts within the component.
We regard that there are correspondences between text categories
and text components. We use semi-supervised clustering to iden-
tify text components and further to use text components to predict
labels of unlabeled documents.

The state-of-art semi-supervised learning techniques such as
naive Bayes and EM algorithm [15] and DKS method [6], usually
adopt an iterative manner to make use of unlabeled data to refine
the classifier. Firstly, each unlabeled data sample will be given a
label by the trained classifier of the time. Secondly, those unlabeled
data samples with its given labels are used to retrain the classifier.
Thirdly, this labeling and retraining procedures loop until the
convergence of the classifier. However, TESC is innovative and dif-
ferent from the existing semi-supervised learning techniques in
that it does not make use of those unlabeled data explicitly. TESC
does not make use of the labeled and unlabeled data one after
another in learning process as done by [6,15,17,18] but to cluster
both labeled and unlabeled data together at the same time. On
the one hand, unlike the state-of-art semi-supervised learning
techniques to classify data samples into the given categories, TESC
assumes that the data samples come from multiple components
and uses clustering process to capture those components. On the
other hand, only a small number of labeled data samples are used
to characterize the silhouettes of the clusters and, the unlabeled
data samples are used to decide the centroids of the clusters
together with the labeled data samples.

The remainder of this paper is organized as follows. Section 2
describes problem formulation and TESC for text classification.
An example is provided to explain the mechanism of TESC. We also
discussed TESC in contrast to other clustering and classification
methods. Section 3 evaluates TESC using experiments. SVM, BPNN
and naive Bayes with EM (NBEM) were introduced briefly for per-
formance comparison. Section 4 concludes the paper.

2. Semi-supervised clustering for text classification

This section describes the problem formulation of semi-super-
vised clustering for classification. We propose TESC and present
an example to explain its mechanism as well as its advantages
compared with other methods.

2.1. Problem formulation

Assuming that we have a document collection as D ¼ fDL;DUg,
where DL is the collection of labeled documents and DU is the col-
lection of unlabeled documents. D is a subset of D and it is used to
train the classification model f. Our goal is to find a partition C

using the data D ¼ fDL;DUg, where D � D; DU � DU ; DL � DL; C

¼ fC1; . . . ;Cmg and each Ci ¼ dðiÞ1 ; . . . ; dðiÞjCi j

n o
ð1 6 i 6 mÞ: Here,

S
16i6mCi ¼ D and Ci \ Cj ¼£ð1 6 i–j 6 mÞ: For all labeled docu-

ments in Ci, they are given same labels as lCi
: After we obtain that

partition C, we use it to train the classification model f with near-
est-neighbor search to predict the labels of unlabeled texts DU

using Eq. (2).

lðdðuÞi Þ ¼ lCj
; Cj ¼ arg

Cp

min kdðuÞi � cpk ð2Þ

Here, cp is the centroid of text cluster Cp. That is, an unlabeled text
dðuÞi will be labeled by f as having the same label as Cp, which have
the smallest distance with dðuÞi : Thus, our goal is to find the partition
C and construct f, which could predict class labels of unlabeled texts
DU . It should be noted that the distance between texts (which has
the opposite meaning as similarity) should be predefined according
to specific situations and based on underlying distribution of the
data.

2.2. TESC: The proposed approach

The TESC approach comprises two processes: one is clustering
process to identify components from both labeled and unlabeled
texts and another is predicting process to use identified text com-
ponents to label unlabeled texts DU :

In clustering process, we use labeled texts to supervise learning
silhouettes of text components and, unlabeled texts were used to
adapt the centroids of text components. We refer to the silhouette
of a text cluster as a hyper ellipsoid that has minimized hyper



Fig. 1. The process of TESC in clustering both labeled and unlabeled texts.

154 W. Zhang et al. / Knowledge-Based Systems 75 (2015) 152–160
volume to accommodate all the data points in the cluster. Fig. 1
shows the detailed process of TESC that includes three steps: ini-
tialization, clustering and output.

In initialization, each text is regarded as a cluster candidate
with label of the text. If a text is unlabeled, the label of the cluster
candidate will be given as ‘‘unlabeled’’. In clustering, two cluster
candidates with the smallest distance among all candidate pairs
will be either merged into a new cluster candidate or identified
as two unique clusters.

Four particular situations are encountered in handling the
selected two candidates: (1) if the two candidates are all labeled
and have different labels, they will be identified as two unique
clusters; (2) if the two candidates are all unlabeled, they will be
merged into a new cluster candidate with label as ‘‘unlabeled’’;
(3) if only one of the two candidates is unlabeled, they will be
merged into a new cluster candidate with the label of the labeled
candidate; (4) if both candidates are labeled and have same label,
they will be merged into a new cluster candidate with the same
label. In the last three situations, the newly merged cluster is
added into the cluster candidate set and the original two cluster
candidates are removed from the cluster candidate set.

We loop the clustering step until the number of unidentified
labeled candidates is less than 2 because, if there are two unidenti-
fied candidates in the candidate set, they should be merged into a
new candidate or identified as two unique clusters. In output, in
order to avoid dead units [10,19], the identified clusters with more
than 3 document members are retained for predicting because by
our observation, dead nodes are mostly outliers and noises in the
document collection and they will degenerate the performance of
text classification.

After the semi-supervised clustering process as described in
Fig. 1, the output text clusters are regarded as components
corresponding to document categories and used to predict labels
of unlabeled texts shown in Fig. 2. The basic heuristics we adopt
here is to label an unlabeled text with the label of the text cluster
that is nearest to the unlabeled text in Euclidian distance.

2.3. An example of TESC for classification

Assuming we have 15 data points sampled from 2 classes to
classify shown in Table 1. The third dimension of the data point
denotes its label and ‘‘?’’ represents the label of the data point is
unknown. We use 12 data points in model training and the remain-
ing 3 data points in classification. The training set includes 7
labeled and 5 unlabeled documents, to identify text components
to train the classifier.

Fig. 3 shows the clustering process of TESC in clustering the 12
labeled and unlabeled texts in Table 1 to training the classifier.
The blue point denotes category 1 and, the red plus denotes cate-
gory 2 and, the green asterisk denotes the unlabeled data points.
We see from Fig. 3(a) that first, two data points with smallest dis-
tance are merged into a new cluster (cluster a). Second, in
Fig. 3(b), the new cluster (cluster a) has smallest distance with
another unlabeled data point so the three data points are merged
into a new cluster (cluster b). Third, in Fig. 3(c), another new cluster
(c) is coming into being. After many iteration as depicted in
Fig. 3(a)–(c), finally, the 12 data points are partitioned into 3 clus-
ters as shown in Fig. 3(d).

It can be seen there are 3 clusters produced from the clustering
process of TESC. Cluster 1 is labeled with category 2, cluster 2 is
labeled with category 1 and cluster 3 is labeled with category 2.
The role of labeled data points is to capture the silhouettes of each
cluster and label them while the role of unlabeled data points is to
adjust the centroids of clusters. After the clustering process



Fig. 2. The predicting process of TESC.

Table 1
The 15 data points used in the example to show TESC for classification.

No. Data point Category Phase

1 (4.5,3.2) 1 Training
2 (5,2) 1 Training
3 (3,3) ? Training
4 (5.7,4) 1 Training
5 (7.6,3.6) 2 Training
6 (7.4,3.2) ? Training
7 (8.1,3.2) ? Training
8 (9.6,4.2) 2 Training
9 (4,8) 2 Training

10 (4.5,9) ? Training
11 (6,9) ? Training
12 (7,8) 2 Training
13 (4,3.5) ? Testing
14 (8.5,2.7) ? Testing
15 (6,5) ? Testing
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(4 iterations), TESC labels data point 13 with category 1 because it
is nearest to the centroid of cluster 2. By analogy, data point 14 is
labeled as category 2 and data point 15 as category 1, respectively.
1 Here, Libsvm is used to conduct the work of text categorization which is online
and can be downloaded freely from: http://www.csie.edu.tw/cjlin/libsvm/.
2.4. Analysis of TESC

The solution of classification by clustering lies in the assump-
tion that there are correspondences between the underlying com-
ponents behind the data and the categories of the data. We argue
that this assumption is reasonable for the texts in a document col-
lection. Usually, clustering is used to discover the topics of texts
[3]. In most cases, there is a great need to categorize text according
to their contents.

In theory, the data points in Fig. 4 cannot be easily classified if
linear separable methods were employed. We sampled these data
points from 4 bivariate normal distributions. Thus, SVM, Decision
Tree, neural networks, etc., are developed to deal with this prob-
lem. However, intuitively, if we can identify that there are in fact
four components or clusters in the dataset and each class contains
two components or clusters, it would be more efficient to classify
the data points. Moreover, due to the limited number of labeled
data, we cannot capture the silhouettes of clusters precisely. Thus,
unlabeled data are used in clustering process in TESC, as a way to
use more data to train the classifier. Consequently, the distribution
of data population is more accurately estimated and the compo-
nents of data points are more accurately characterized by using
more data points than not.

We claim the advantages of TESC in the following three aspects.
First, the unlabeled data can be regarded as a kind of prior knowl-
edge of the data we are dealing with. For documents in a collection,
they can usually be classified by their content topics. Even if all
documents in the collection belong to the same topic, they can
be divided into different sub-topics. Thus, the idea of components
in TESC could be regarded as composed by these sub-topics.

Second, in hierarchical clustering, we have the problem of
deciding a critical point to divide clusters. As illustrated in Fig. 1,
the clustering process TESC is very similar to agglomerative hierar-
chical clustering [11] in merging document pairs with the smallest
distance. However, for TESC, labeled data is used to supervise par-
titioning clusters in clustering process. Here, the basic idea is that a
cluster is included in a hyper ellipsoid whose silhouettes are char-
acterized by different labels of different clusters. For instance, in
Fig. 2, an ellipse is used to encircle the data points in a cluster if
Euclidean distance is used for similarity measure. The kernel meth-
ods can also be used [13] to measure the similarities of data points
if a complex hyper ellipsoid is used to capture the cluster.

Third, in k-nearest-neighbor (KNN) method for classification
[12], it is required to predefine the number of neighbors for an
unlabeled data to learn its label, that is, the number as k. However,
in TESC, we regard k is dynamically changing based on the distribu-
tion of data on different categories and, the label of an unlabeled
data point is given by its distance to the trained text clusters. That
is, the unlabeled data point has the smallest distance to the cen-
troid of the cluster that labels the data point. In this sense, for dif-
ferent data distribution on the whole space, we have different k
neighborhoods for an unlabeled data point. The computation com-
plexity of each loop of the proposed method in clustering step is
Oðn2Þ, where n is the number of data points.
3. Experiments

In this section, a series experiments are conducted to evaluate
the performance of the proposed method. Support Vector Machine
(SVM), back-propagation neural network (BPNN), the method pro-
posed by [6] DKS method and naïve Bayes with EM algorithm
(NBEM) are used as the baseline methods.

3.1. SVM

Support Vector Machine (SVM) is employed to classify Reuters-
21578 and Tancorp V1.0 documents as baseline performance.1 We
use linear kernel as ðu � vÞ1 for SVM training because it is superior
to the non-linear kernel in text categorization indicated by our prior
research [9]. Considering there are 4 categories we sample from Reu-
ters-21578 and Tancorp V1.0 text collection, the One-Against-the
Rest approach [9] for multi-class categorization is adopted for SVM
classifier. We repeat each classification task for 10 times, by resam-
pling training and test data, in order to reduce the variance of perfor-
mance. The performance of SVM classifier is computed by averaging
the accuracies of the 10 repetitions. The computational complexity
of standard SVM is Oðn3Þ, where n is the number of data points [16].

3.2. BPNN

The back-propagation neural network (BPNN) [14] defines two
propagations of the network: first a forward propagation from the
input layer to the output layer and second a backward propagation

http://www.csie.edu.tw/cjlin/libsvm/
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from the output layer to the input layer. The backward propagation
is similar to the forward propagation except that error values are
propagated back through the network to determine how the
weights are to be changed during training. During training each
input sample will have an associated target vector. The objective
of training is to find a set of network weights that provide a solu-
tion to the particular problem at hand. We use tansigmod activa-
tion function y ¼ 1

1þe�x

� �
in hidden layer with 100 nodes and

purelinear activation function (y ¼ x) in output layer for text clas-
sification. We learned that the time complexity of BPNN is OðnmktÞ
from its implementation [14], where n is the number of data
points, m is the number of hidden nodes, k is the number of output
nodes and t is the number of number of iterations for convergence.
3.3. DKS

The DKS method is quite straightforward to combine SOMs and
multi-layer perception for classification. First, SOMs is constructed
using only labeled texts to group them into different clusters. Sec-
ond, unlabeled texts are then mapped to the trained SOMs’ nodes
based on the associated weights. If an unlabeled text was mapped
to a cluster in which all the training texts have same label, then the
unlabeled is given the label unambiguously. Otherwise, the label of
the unlabeled text is unknown. Third, the newly derived unambig-
uously labeled texts are used to train the SOMs again and label the
remaining unlabeled texts iteratively until there is no change.
Fourth, a multi-layer perception is constructed using the labeled
(both in the originally labeled in the training set and those newly
labeled by SOMs) texts for classification.
3.4. NBEM

NBEM is adopted from Nigam et al [4]. Naïve Bayes is based on
the Bayes’ theorem of posteriori probability and assumes that the
effect of attribute value on a given class is independent of the value
of the other attributes. This class conditional independence
assumption simplifies computation involved in building the classi-
fier so we call the produced classifier ‘‘naive’’. In text classification,
naïve Bayes assumes word independence to produce a probabilistic
generative model for text.

In the framework of naïve Bayes, a document, di, is considered
to be an ordered list word, fwdi ;1; . . . ;wdi ;jdi jg, where wdi ;k is the
word in position k of document di: Thus, the probability of a docu-
ment di with respect to a class Cj; pðdi=CjÞ, can be described using
the product of the probabilities of its constituent words with

respect to the class Cj, that is,
Qjdi j

k¼1pðwdi ;k=CjÞ. The prior probability
pðCjÞ is estimated by 1

n

Pn
i¼1pðCj=diÞ using labeled documents,
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Fig. 5. Accuracies of text classification using TESC at different retaining ratios.
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where n is the number of labeled documents. The probability of
class Cj given document di, i.e. pðCj=diÞ, is proportional to pðdi;CjÞ,
which can be figured out by pðdi=CjÞpðCjÞ.

The EM algorithm is used to update pðwdi ;k=CjÞ by using

Pðwdi ;kjCjÞ ¼
Pn

i¼1
existðwdi ;k

ÞPðCj jdiÞPm

j¼1

Pn

i¼1
PðCj jdiÞ

, where m is the number of categories

in the text collection and n is the number of texts in the text collec-
tion (including both labeled and unlabeled documents).
existðwdi ;kÞ ¼ 1 if wdi ;k exists in the text di, otherwise,
existðwdi ;kÞ ¼ 0. Due to the varying posterior probability of the cat-

egory Cj given the unlabeled document dðUÞi at each iteration, the
probability of word wdi ;k with respect to Cj; Pðwdi ;kjCjÞ, is updated.
The loop will be terminated if

Qn
i¼1

Qm
j¼1pðdijCjÞ is converged. On can

refer to [15] for more information about the detailed computation
process of NBEM.

It can be deduced that NBEM [4] has computation complexity as
OðmntÞ for each iteration, where m is the number of words in text
collection, n is the number of documents and t is the number of
components used to generate one class. Because m is usually much
larger than n in a document collection, TESC has much smaller
computation complexity (Oðn2Þ) than that of NBEM.

3.5. The datasets

Reuters-21578 distribution 1.0 is used for experiments in this
paper which is available online.2 It collects 21,578 news from Reu-
ters newswire in 1987. Since 1991, it appeared as Reuters-22173 and
was assembled and indexed with 135 categories by the personnel
from Reuters Ltd. in 1996. In this paper, the documents from 4 cat-
egories as ‘‘crude’’ (520 documents), ‘‘agriculture’’ (574 documents),
‘‘trade’’ (514 documents) and ‘‘interest’’ (424 documents) are
assigned as the target English document collection. Thus, we select
in total 2042 English documents, which have 50,837 sentences and
281,111 individual words after stop-word elimination. We obtain
the stop-words from USPTO (United States Patent and Trademark
Office) patent full-text and image database.3 The part of speech of
English word is determined by QTAG which is a probabilistic
parts-of-speech tagger and can be downloaded freely online.4

TanCorp V1.0 is used as the Chinese corpus in the experiments
which can be downloaded freely from the internet.5 On the whole,
this corpus has 14,150 documents in 20 categories from Chinese aca-
demic journals concerning computers, agriculture, politics, etc. In
the experiments, texts from 4 categories, ‘‘agriculture’’, ‘‘history’’,
‘‘politics’’ and ‘‘economy’’ are assigned as target Chinese text collec-
tion because they have relatively larger size than other categories.
For each of the 4 categories, we randomly sample 300 documents
for it. As a result, 1200 texts are used in the experiments. They
include 219,115 sentences and 5,468,301 individual words. We con-
duct Chinese morphological analysis using ICTCLAS.6

3.6. Experimental results

3.6.1. Varying retaining ratio
Fig. 5 shows the accuracies of text classification using TESC at

different retaining ratios. The vertical axis indicates average accu-
racies in classifying test texts, and the horizontal axis indicates
retaining ratio denoting percent of labeled texts used in TESC,
SVM and BPNN. For instance, when we set retaining ratio as 0.1,
that means we retain 10 percent of labeled documents to train
2 http://www.research.att.com/~lewis.
3 http://ftp.uspto.gov/patft/help/stopword.htm.
4 http://www.english.bham.ac.uk/staff/omason/software/qtag.html.
5 http://www.searchforum.org.cn/tansongbo/corpus.htm.
6 http://nlp.org.cn/~zhp/ICTCLAS/codes.html.
TESC, SVM, BPNN and DKS classifiers and, the remaining 90 percent
of texts are used in testing the trained classifier. We do not
increase the retaining ratio to 0.9 because all the mentioned meth-
ods have similar accuracies with little differences. Moreover, at
retaining ratio 0.9, TESC cannot obtain enough unlabeled texts as
its input.

It can be seen from Fig. 5 that TESC outperforms SVM, BPNN and
DKS classifiers. In the best case of Reuters-21578, when the retain-
ing ratio is 0.3, the accuracy of TESC with 60 unlabeled texts
(0.8943) is increased by 16.3%, 16.1% and 10.04% in comparison
with those of SVM (0.7690), BPNN (0.7702) and DKS (0.8100). In
the worst case, which is at retaining ratio 0.8, the accuracy of TESC
with 60 unlabeled texts (0.8881) is slightly larger than those of
SVM (0.8783), BPNN (0.8723) and DKS (0.8800).

In the best case of TanCorp V1.0, when the retaining ratio is set
as 0.2, the accuracy of TESC with 40 unlabeled texts (0.8231) is
increased by 8.9%, 11.5% and 5.08% in comparison with that of
SVM (0.7558), BPNN (0.7380) and DKS (0.7833). In the worst case,
which is at retaining ratio 0.8, the accuracy of TESC with 40 unla-
beled texts (0.8812) is slightly larger than those of SVM (0.8634),
BPNN (0.8598) and DKS (0.8600). This outcome illustrates that text
clusters do naturally exist within document categories. Texts can-
not be categorized easily by SVM and BPNN classifiers but can be
identified by TESC approach.

http://www.research.att.com/~lewis
http://ftp.uspto.gov/patft/help/stopword.htm
http://www.english.bham.ac.uk/staff/omason/software/qtag.html
http://www.searchforum.org.cn/tansongbo/corpus.htm
http://nlp.org.cn/~zhp/ICTCLAS/codes.html
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Fig. 6. Accuracies of text classification using TESC with different percent of labeled
texts.

158 W. Zhang et al. / Knowledge-Based Systems 75 (2015) 152–160
The performances of TESC with unlabeled documents are better
than those without unlabeled documents. In the best case of Reu-
ters-21578, which is at the retaining ratio as 0.3, the accuracy with
60 unlabeled texts (0.8943) is increased by 25.6% in comparison
with the accuracy with no unlabeled texts (0.7117). In the best
case of TanCorp V1.0, which is at the retaining ratio as 0.2, the
accuracy with 40 unlabeled texts (0.8230) is increased by 19.3%
in comparison with the accuracy with no unlabeled texts (0.6900).

In the worst case of Reuters-21578, which is at the retaining
ratio as 0.7, the accuracy with 60 unlabeled texts (0.8984) is of
4.17% increase than that with no unlabeled texts (0.8624). In Tan-
Corp V1.0, which is at the retaining ratio as 0.8, the accuracy with
40 unlabeled texts (0.8815) is of 5.54% increase than that with no
unlabeled texts (0.8352). This outcome illustrates that unlabeled
texts augment TESC to improve its performance in text
classification.

Moreover, for each category, we used several unlabeled text
sets having the same size in our experiments (i.e., we used differ-
ent 20/40/60 unlabeled texts for each category without overlap in
the experiments of Fig. 5). We observed that the derived experi-
ment results are very similar to each other despite there are minor
differences. We found that when different unlabeled text sets are
used in clustering process, although those labeled clusters pro-
duced by TESC are slightly different from each other, the silhou-
ettes of labeled clusters are very similar to each other due to the
relatively smaller number of unlabeled texts than the number of
labeled texts. Nevertheless, these different labeled clusters actually
do not bring about much difference for the derived classification
performance. If both the labeled and unlabeled texts were selected
randomly in the experiment, the performance of TESC would be
kept stably on text classification. The labeled texts to characterize
the silhouettes of text clusters however, the unlabeled texts can
only adjust their centroids in the clustering process. Although the
labeled clusters will be different due to different selection of unla-
beled texts, the classification for a test text is not changed much
because it is always nearer to clusters of a certain label than to
clusters of another label. This is the very reason that different
selection of unlabeled texts involved in TESC would not change
its performance significantly. That is, TESC is robust to produce
classification results.

3.6.2. Varying number of unlabeled texts
Fig. 6 shows the accuracies obtained by varying the number of

unlabeled texts when the number of labeled texts is predefined.
For instance, on Retuers-21578 dataset, when we set 10 percent
of labeled texts, that means that 52 texts from the category
‘‘crude’’, 58 texts from the category ‘‘agriculture’’, 52 texts from
the category ‘‘trade’’ and 43 texts from the category ‘‘interest’’ with
varying number of unlabeled texts indicated by the horizontal axis
are used in training TESC classifier.

We can see from Fig. 6 that labeled texts can improve the per-
formance of text classification readily. However, unlabeled texts
can merely improve performances on two conditions: (1) the num-
ber of unlabeled texts is not too large; (2) the number of labeled
texts is small. We speculate that when the number of unlabeled
texts is small, the variance of each cluster is reduced by adding
unlabeled texts in training. However, when more and more unla-
beled documents are added into the training data, the bias of each
cluster, which means the discrepancies between the centroids of
the clusters and the centroid of the population, is also increased
by the unlabeled texts.

Tables 2 and 3 show the number of text clusters of Reuters-
21578 and TanCorp V1.0 produced by TESC when we obtain the
accuracies in Figs. 5 and 6, respectively. It can be seen that when
the more documents are used in TESC, the more clusters are dis-
covered in the document collection. We draw that when the
number of clusters is small (from 7 to 18 for Reuters-21578 dataset
and from 5 to 13 for TanCorp V1.0 dataset); the performances of
TESC in text classification are not good because, in this case, each
cluster mixes with more than one category. When the number of
clusters is too large (from 41 to 58 for Reuters-21578 dataset
and from 36 to 42 for TanCorp V1.0 dataset), the performances of
TESC in text classification are not good either, because, in this case,
the number of documents in a cluster is too small and they cannot
capture the silhouette of the cluster precisely as the centroids of
clusters are prone to be dominated by the random co-occurrences
of words in texts.

3.6.3. TESC vs NBEM
Fig. 7 shows the comparative results between TESC and NBEM

with different number of mixture components. Here, we use 70
percent of documents as labeled documents, because too many
labeled texts will constrain unlabeled documents to make effects
on clustering for both methods. We set the retaining ratio as 0.5
because we see from Fig. 6 that at this retaining ratio, TESC pro-
duce best performances in both datasets. It can be seen from
Fig. 7 that, for both Reuters-21578 and TanCorp V1.0 datasets,
when the number of mixture components in NBEM is varied from
3 to 9, the performance of NBEM is improved significantly. The per-
formance of NBEM decreases when we set its number of mixture



Table 2
The number of clusters produced by TESC corresponding to the accuracies of Fig. 5 (‘‘R.R’’ stands for retaining ratio and ‘‘UD’’ stands for unlabeled documents). The numbers out of
parentheses are of Retuers-21578 dataset and the numbers within parentheses are of TanCorp V 1.0.

# of UDs R.R

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

0 5 (6) 8 (9) 19 (11) 20 (13) 19 (16) 23 (18) 27 (22) 29 (23)
20 11 (9) 14 (12) 18 (14) 24 (15) 24 (18) 29 (21) 31 (25) 34 (29)
40 15 (11) 20 (13) 26 (17) 30 (17) 31 (19) 33 (23) 38 (28) 40 (33)
60 15 (13) 24 (16) 28 (22) 31 (21) 37 (24) 36 (28) 43 (32) 45 (37)

Table 3
The number of text clusters produced by TESC corresponding to the accuracies of
Fig. 6. (‘‘R.R’’ stands for retaining ratio and ‘‘UD’’ stands for unlabeled documents.) The
numbers out of parentheses are of Retuers-21578 dataset and the numbers within
parentheses are of TanCorp V 1.0.

# of UDs R.R

0.1 0.3 0.5 0.7

10 7 (5) 15 (13) 22 (14) 27 (21)
20 11 (9) 18 (14) 24 (18) 31 (25)
30 12 (11) 22 (16) 29 (21) 35 (26)
40 15 (11) 26 (17) 31 (19) 38 (28)
50 15 (12) 26 (19) 34 (22) 41 (30)
60 15 (13) 28 (22) 37 (24) 43 (32)
70 17 (16) 32 (23) 38 (36) 47 (35)
80 19 (18) 34 (25) 41 (38) 51 (38)
90 23 (21) 38 (29) 44 (39) 53 (39)

100 26 (23) 42 (31) 47 (39) 58 (42)
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Fig. 7. Accuracies of text classification of NBEM compared with TESC, both at
retaining ratio 0.5.
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components as 12. Thus, we speculated that for both Reuters-
21578 and TanCorp V1.0 datasets, the best number of mixture
components of each class is 9.

In Reuters-21578 dataset, the performance of TESC is compara-
ble with that of NBEM with 9 mixture components. The best per-
formance of TESC as 0.8984 is produced with 60 unlabeled texts
and, the best performance of NBEM with 9 components as
0.8978 is obtained with 50 unlabeled texts. The worst case of TESC
is with 10 unlabeled texts as 0.7781 and, the worst performance of
NBEM with 9 components as 0.7994 comes up with 100 unlabeled
texts.

In TanCorp V1.0, TESC outperforms NBEM when the number of
unlabeled texts is smaller than 50. The best case of TESC turns up
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Fig. 8. The running time of TESC and NBEM (at the retaining ratio as 0.5).
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when the number of unlabeled texts is 50 where it produces accu-
racy as 0.9032. The best case of NBEM with 9 mixture components
produces accuracy as 0.8990 when the number of unlabeled texts
is 50. The worst case of TESC turns up when the number of unla-
beled texts is set as 100 where TESC comes up with accuracy as
0.7781 and for NBEM, with 9 mixture components, it produces
accuracy as 0.8008 with 10 unlabeled texts. Thus, we may draw
that in most cases, TESC is comparable to NBEM in text
classification.
3.6.4. Running time
Fig. 8 reports the running time consumed by TESC and NBEM

algorithm on Reuters-21578 and TanCorp V1.0 datasets, respec-
tively, to complete the task of text classification with different ini-
tial settings as in Fig. 7. All the experiments run on a PC with a
2 GHz CPU and a 2 GB RAM. As expected, due to its lower compu-
tation complexity as described in Section 3.3, TESC runs much fas-
ter than NBEM algorithm, with 5–6 times savings in running time.
The running time of NBEM algorithm is increased dramatically
with the initialized number of components. The number of unla-
beled texts has merely a small effect on the running time of both
TESC and EM algorithm. The running time keeps stable when we
vary the number of unlabeled texts. The reason is that its number
is much smaller than that of labeled texts which consume most
computation. Thus, it can be drawn that although TESC can pro-
duce merely comparable performance to NBEM, it is at least half
order of magnitude scalable than the latter in dealing with huge
amount of texts that includes a large number of text components.
4. Concluding remarks

In this paper, we propose TESC, an approach using semi-super-
vised clustering, to text classification. Our basic assumption is that
each category of documents comes from multiple components,
which can be identified by clustering. In order to elaborate the
clustering process, unlabeled documents are utilized to adapt the
centroids of cluster candidates iteratively and labeled documents
are utilized to capture the silhouettes of the clusters.

TESC is a search-based approach to semi-supervised clustering.
After describing the detailed process of TESC, we present an exam-
ple to explain its mechanism in text classification and a theoretical
analysis of TESC. Then, we conduct a series of experiments to eval-
uate the performances of TESC in text classification. The experi-
mental results demonstrate that TESC outperforms SVM, BPNN
and the DKS method [6], is comparable to NBEM with better
scalability.

Although the experimental results have provided us with some
promising aspects of TESC in text classification, we admit that our
work is currently on the initial step. More investigations and
experiments should be undertaken to validate TESC approach,
especially its scalability to handle big data. Moreover, we notice
that there are unbalanced categories in our datasets and we will
adopt TESC to handle unbalanced problem in text classification.
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